HOMOLOGY OF ÉTALE GROUPOIDS
A GRADED APPROACH

ROOZBEH HAZRAT AND HUANHUAN LI

Abstract. We introduce a graded homology theory for graded étale groupoids. For \( \mathbb{Z} \)-graded groupoids, we establish an exact sequence relating the graded zeroth-homology to non-graded one. Specialising to the arbitrary graph groupoids, we prove that the graded zeroth homology group with constant coefficients \( \mathbb{Z} \) is isomorphic to the graded Grothendieck group of the associated Leavitt path algebra. To do this, we consider the diagonal algebra of the Leavitt path algebra of the covering graph of the original graph and construct the group isomorphism directly. Considering the trivial grading, our result extends Matui’s on zeroth homology of finite graphs with no sinks (shifts of finite type) to all arbitrary graphs. We use our results to show that graded zeroth homology group is a complete invariant for eventual conjugacy of shift of finite types and could be the unifying invariant for the analytic and the algebraic graph algebras.

1. Introduction

The homology theory for étale groupoids was introduced by Crainic and Moerdijk [15] who showed that the homology groups are invariant under Morita equivalences of étale groupoids and established spectral sequences which are used for the computation of these groups. Matui [26, 27, 28] considered this homology theory in relation with the dynamical properties of groupoids and their topological full groups. In [26] Matui proved, using Lindon-Hochschild-Serre spectral sequence established by Crainic and Moerdijk, that for an étale groupoid \( G \) properties of groupoids and their topological full groups. In MATUI proved, using Lindon-Hochschild-Serre spectral sequence established by Crainic and Moerdijk, that for an étale groupoid \( G \) arising from shifts of finite type, the homology groups \( H_0(G) \) and \( H_1(G) \) coincide with \( K\)-groups \( K_0(C^*(G)) \) and \( K_1(C^*(G)) \), respectively. Here \( C^*(G) \) is the groupoid \( C^* \)-algebra associated to \( G \) which was first systematically studied by Renault in his seminal work [30]. The current emerging picture is that the homology of groupoids should govern the behaviour of their associated algebras and dynamics.

A groupoid \( G \) is called graded if one can naturally partition it by an index group \( \Gamma \), namely, \( G \) equipped with a cocycle \( c : G \rightarrow \Gamma \). The majority of the important étale groupoids arising from combinatorial or dynamical data are naturally graded. Taking into account the partitions and their rearrangements should give salient information about the groupoid and the structures associated to them.

The theory of graded groupoids relates to the theory of graded rings via the vehicle of Steinberg algebras. These algebras are the algebraic version of groupoid \( C^* \)-algebras which have been recently introduced in [11, 31]. For an ample groupoid \( G \), the Steinberg algebra \( A_R(G) \), with arbitrary coefficient ring \( R \) with unit, is an algebra which encompasses very interesting algebras such as inverse semigroup rings, Leavitt path algebras and their higher rank versions namely Kumjian-Pask algebras [6]. If the groupoid \( G \) is \( \Gamma \)-graded then its associated Steinberg algebra \( A_R(G) \) is naturally a \( \Gamma \)-graded ring. The graded structure of these algebras, in return, allows us to consider the graded invariants associated to these algebras such as graded \( K \)-theory, \( K_n(R_G) \), \( n \geq 0 \) [22].

In this note, parallel to the theory of graded \( K \)-theory for graded rings, we initiate and study graded homology theory for a \( \Gamma \)-graded étale groupoid \( G \), introducing the groups \( H_n^\Gamma(G) \), \( n \geq 0 \), which are naturally equipped with the structure of \( \Gamma \)-modules. We prove that the graded homology of a strongly graded ample groupoid is isomorphic to the homology of its \( \varepsilon \)-th component with \( \varepsilon \) the identity of the grade group. For \( \mathbb{Z} \)-graded ample groupoid \( G \) we establish an exact sequence

\[
H_0^\Gamma(G) \rightarrow H_0^\Gamma(G) \rightarrow H_0(G) \rightarrow 0,
\]

which is similar to the van den Bergh exact sequence for graded \( K \)-theory of \( \mathbb{Z} \)-graded Noetherian regular rings ([22, §6.4]).

Specialising to the graph groupoids which have a natural \( \mathbb{Z} \)-grading, we prove that for the graph groupoid \( G_E \), arising from an arbitrary graph \( E \), we have an order preserving \( \mathbb{Z}[x, x^{-1}] \)-module isomorphism

\[
H_0^\Gamma(G_E) \cong K_0^\Gamma(LR(E)),
\]  
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where $L_R(E)$ is the Leavitt path algebra associated to $E$ with the coefficient field $R$. Considering the grade group to be trivial, since the $K_0$-group of Leavitt and $C^*$-algebras associated to a graph coincide we obtain that

$$H_0(\mathcal{G}_E) \cong K_0(A(\mathcal{G}_E)) \cong K_0(L(E)) \cong K_0(C^*(E)) \cong K_0(C^*(\mathcal{G}_E)).$$

Since shifts of finite type are characterised by finite graphs with no sinks [25] (see also [28, §5]), our result extends Matui’s result to all arbitrary graphs. This is done, not by using Lindon-Hochschild-Serre spectral sequence, but by directly using the description of the (graded) monoid of graph algebras [1, 5].

This approach also allows us to relate the graded homology groups to invariants of symbolic dynamics. Namely, for a two-sided shift $X$, denote by $X^+$ the one-sided shift associated to $X$, and by $\mathcal{G}_X^+$ the groupoid associated to $X^+$ (see [8] for a summary of concepts on symbolic dynamics). Then we establish that $H_0^R(\mathcal{G}_X^+)$ is a complete invariant characterising eventual conjugacy of $X$ (Theorem 6.7).

Throughout the paper the emphasis is on the module structure of the graded homology groups which carries substantial information. It distinguishes this theory from the ordinary homology theory which produces only abelian groups. We believe that graded homology theory allows us to unify the invariants proposed for the classification of analytic and algebraic graph algebras, namely graph $C^*$-algebras and Leavitt path algebras. Combing previous work on this direction, it is plausible to formulate the following conjecture.

**Conjecture 1.1.** Let $E$ and $F$ be finite graphs and $R$ a field. Then the following are equivalent.

1. There is a graded ring isomorphism $\phi : L_R(E) \to L_R(F)$;
2. There is an order preserving $\mathbb{Z}[x, x^{-1}]$-module isomorphism $H_0^R(\mathcal{G}_E) \to H_0^R(\mathcal{G}_F)$ such that $\phi([1_{\mathcal{G}_E^0}]) = [1_{\mathcal{G}_F^0}]$;
3. There is a gauge preserving isomorphism $\phi : C^*(E) \to C^*(F)$.

The $(1) \iff (2)$ part of Conjecture 1.1 is a reinterpretation of Conjecture 1 in [21], in light of the new results obtained here (see [21] and Theorem 6.6). Namely, it was conjectured in [21] that the graded Grothendieck group $K_0^R(\mathcal{G}_E)$ of a Leavitt path algebra is a complete invariant for these algebras. By (1.1) we can replace the graded Grothendieck group $K_0^R(L_R(E))$ by the graded homology group $H_0^R(\mathcal{G}_E)$. Since this latter module is independent of the structure of the algebra $L_R(E)$, it allows us to make a bridge to the setting of analytic graph $C^*$-algebras $C^*(E)$ and raise the same conjecture for graph $C^*$-algebras, i.e., statement (3) in Conjecture 1.1. We also note that the equivalence $(1) \iff (2)$ can be regarded as the graded version of Abrams-Tomforde isomorphism conjecture [2, Conjecture 2]. We also refer the reader to [16, 17] for the current work on the classification of graph $C^*$-algebras.

This note is primarily concerned with the graded ample groupoids, parallel to graded ring theory. Three essential concepts in the study of graded ring theory are strongly graded rings, graded matrix rings and smash products [22, 29]. We recall them in Section 2. We develop and study these concepts in the setting of graded ample groupoids in Section 3. In Section 4, we will then consider the Steinberg algebras of these groupoids and reconcile these constructions with the parallel concepts in graded ring theory. The comparison between these two theories lead us to the definition of graded homology for graded groupoids in Section 5. In fact these correspondences allow us to compute the graded homology groups for certain groupoids, such as graph groupoids in Section 6.

### 2. Graded rings

We briefly review three main concepts in graded ring theory, namely, grading on matrices, graded Morita theory and the smash product. We also recall the case of strongly graded rings. In Section 3 we do the parallel constructions in the setting of topological groupoids. We will then observe that the concept of Steinberg algebras will tie together these concepts. They will be used to define graded homology theory in Section 5 and calculate them for graph groupoids in Section 6.

#### 2.1. Graded rings

Let $\Gamma$ be a group with identity $\varepsilon$. A ring $A$ (possibly without unit) is called a $\Gamma$-graded ring if $A = \bigoplus_{\gamma \in \Gamma} A_\gamma$ such that each $A_\gamma$ is an additive subgroup of $A$ and $A_\gamma A_\delta \subseteq A_{\gamma \delta}$ for all $\gamma, \delta \in \Gamma$. The group $A_\varepsilon$ is called the $\gamma$-homogeneous component of $A$. When it is clear from context that a ring $A$ is graded by group $\Gamma$, we simply say that $A$ is a graded ring. If $A$ is an algebra over a ring $R$, then $A$ is called a graded algebra if $A$ is a graded ring and $A_\varepsilon$ is a $R$-submodule for any $\gamma \in \Gamma$. A $\Gamma$-graded ring $A = \bigoplus_{\gamma \in \Gamma} A_\gamma$ is called strongly graded if $A_\gamma A_\delta = A_{\gamma \delta}$ for all $\gamma, \delta \in \Gamma$.

The elements of $\bigcup_{\gamma \in \Gamma} A_\gamma$ in a graded ring $A$ are called homogenous elements of $A$. The nonzero elements of $A_\gamma$ are called homogenous of degree $\gamma$ and we write $\deg(a) = \gamma$ for $a \in A_\gamma \setminus \{0\}$. The set $\Gamma A = \{\gamma \in \Gamma \mid A_\gamma \neq 0\}$ is called the support of $A$. We say that a $\Gamma$-graded ring $A$ is trivially graded if the support of $A$ is the trivial group $\{\varepsilon\}$—that is, $A_\varepsilon = A$, so $A_\gamma = 0$ for $\gamma \in \Gamma \setminus \{\varepsilon\}$. Any ring admits a trivial grading by any group. If $A$ is a $\Gamma$-graded ring and $s \in A$, then we write $s_{\alpha}, \alpha \in \Gamma$ for the unique elements $s_{\alpha} \in A_{\alpha}$ such that $s = \sum_{\alpha \in \Gamma} s_{\alpha}$. Note that $\{\alpha \in \Gamma : s_{\alpha} \neq 0\}$ is finite for every $s \in A$. 
We say a $\Gamma$-graded ring $A$ has graded local units if for any finite set of homogeneous elements $\{x_1, \cdots, x_n\} \subseteq A$, there exists a homogeneous idempotent $e \in A$ such that $\{x_1, \cdots, x_n\} \subseteq eAe$. Equivalently, $A$ has graded local units, if $A_x$ has local units with $e$ the identity of $\Gamma$ and $A_xA_y = A_{x+y}$ for every $\gamma \in \Gamma$.

For a $\Gamma$-graded ring $A$ with graded local units, we denote by $\text{Gr}\cdot A$ the category of unital graded right $A$-modules with morphisms preserving the grading. For a graded right $A$-module $M$, we define the $\alpha$-shifted graded right $A$-module $M(\alpha)$ as

$$M(\alpha) = \bigoplus_{\gamma \in \Gamma} M(\alpha)_{\gamma},$$

where $M(\alpha)_{\gamma} = M_{\alpha\gamma}$. That is, as an ungraded module, $M(\alpha)$ is a copy of $M$, but the grading is shifted by $\alpha$. For $\alpha \in \Gamma$, the shift functor

$$\mathcal{T}_\alpha : \text{Gr}\cdot A \to \text{Gr}\cdot A, \quad M \mapsto M(\alpha)$$

is an isomorphism with the property $\mathcal{T}_\alpha \mathcal{T}_\beta = \mathcal{T}_{\alpha \beta}$ for $\alpha, \beta \in \Gamma$.

2.2. Graded matrix rings. Let $A = \bigoplus_{\sigma \in \Gamma} A_{\sigma}$ be a $\Gamma$-graded ring with $\Gamma$ a group, $n$ is a positive integer, and $M_n(A)$ the ring of $n \times n$-matrices with entries in $A$. Fix some $\sigma = (\sigma_1, \cdots, \sigma_n) \in \Gamma^n$. To any $\gamma \in \Gamma$, we associate the following additive subgroup of $M_n(A)$

$$M_n(A)_{\gamma}(\sigma) = \begin{pmatrix} A_{\sigma_1 \gamma^{-1}} & A_{\sigma_1 \gamma \sigma_2^{-1}} & \cdots & A_{\sigma_1 \gamma \sigma_n^{-1}} \\ A_{\sigma_2 \gamma \sigma_1^{-1}} & A_{\sigma_2 \gamma \sigma_2^{-1}} & \cdots & A_{\sigma_2 \gamma \sigma_n^{-1}} \\ \vdots & \vdots & \ddots & \vdots \\ A_{\sigma_n \gamma \sigma_1^{-1}} & A_{\sigma_n \gamma \sigma_2^{-1}} & \cdots & A_{\sigma_n \gamma \sigma_n^{-1}} \end{pmatrix}$$

The family of additive subgroups $\{M_n(A)_{\gamma}(\sigma) \mid \gamma \in \Gamma\}$ defines a $\Gamma$-grading of the ring $M_n(A)$ (see [29, Proposition 2.10.4]). We will denote this graded ring by $M_n(A)(\sigma)$.

We denote by $M_\Gamma(A)$ the ring of $[|\Gamma|] \times [\Gamma]$-matrices with finitely many nonzero entries. Here, $[\Gamma]$ is the cardinality of $\Gamma$. To any $\gamma \in \Gamma$, we associate the following additive subgroup of $M_\Gamma(A)$

$$M_\Gamma(A)_{\gamma} = \{ (x_{\alpha \beta})_{\alpha, \beta \in \Gamma} \mid x_{\alpha \beta} \in A_{\alpha \beta}. \}$$

The family of additive subgroups $\{M_\Gamma(A)_{\gamma} \mid \gamma \in \Gamma\}$ defines a $\Gamma$-grading for the ring $M_\Gamma(A)$, denoted by $M_\Gamma(A)(\Gamma)$.

2.3. Graded Morita theory. We say a functor $F : \text{Gr}\cdot A \to \text{Gr}\cdot B$ is a graded functor provided $F$ commutes with the shift functors, namely $F(M(\alpha)) = F(M)(\alpha)$, for every $\alpha \in \Gamma$ and $M \in \text{Gr}\cdot A$. A graded functor $F : \text{Gr}\cdot A \to \text{Gr}\cdot B$ is said to be a graded equivalence provided there is a graded functor $G : \text{Gr}\cdot B \to \text{Gr}\cdot A$ which is the inverse to $F$. When such a graded equivalence exists, we say that $A$ and $B$ are graded Morita equivalent rings.

We also need to recall the definition of graded Morita context from [20, Definition 2.5]. Let $A$ and $B$ be $\Gamma$-graded rings with graded local units. The six tuple $(A, B, M, N, \psi : M \otimes_B N \to A, \varphi : N \otimes_A M \to B)$ is a graded Morita context provided:

1. $A \otimes_B$ and $B \otimes_A$ are graded bimodules in the following sense:

   $$A_{\alpha \beta}B_{\gamma} \subseteq A_{\alpha \beta \gamma} \text{ and } B_{\alpha \beta}N_{\gamma}A_{\gamma} \subseteq N_{\alpha \beta \gamma},$$

   for all $\alpha, \beta, \gamma \in \Gamma$.

2. $\psi : M \otimes_B N \to A$ and $\varphi : N \otimes_A M \to B$ are graded homomorphisms in the sense that

   $$\psi(M_{\alpha \otimes N_{\beta}}) \subseteq A_{\alpha \beta} \text{ and } \varphi(N_{\alpha \otimes M_{\beta}}) \subseteq B_{\alpha \beta},$$

   for all $\alpha, \beta \in \Gamma$ and that satisfy the following two conditions:

   $$\psi(m \otimes n) m' = m \varphi(n \otimes n') \text{ and } \varphi(n \otimes m) n' = n \psi(m \otimes n'),$$

   for all $m, m' \in M$ and $n, n' \in N$.

By [20, Theorem 2.6] the graded rings $A$ and $B$ are graded Morita equivalent if and only if there is a Morita context with $\psi$ and $\phi$ surjective. This will be used in the setting of Steinberg algebras (Theorem 4.6).

2.4. The smash product of a graded ring. For a $\Gamma$-graded ring $A$, the smash product ring $A \# \Gamma$ was first defined by Cohen and Montgomery for a unital ring $A$ and a finite group $\Gamma$ in their seminal paper [14] (see also [29, Chapter 7]). They established that the category of graded $A$-modules is equivalent to the category of $A \# \Gamma$-modules. In turn, this allowed them to relate the graded structure of $A$ to non-graded properties of $A$.

Recall that for a $\Gamma$-graded ring $A$ (possibly without unit), the smash product ring $A \# \Gamma$ is defined as the set of all formal sums $\sum_{\gamma \in \Gamma} r^{(\gamma)} p_{\gamma}$, where $r^{(\gamma)} \in A$ and $p_{\gamma}$ are symbols. Addition is defined component-wise and multiplication is defined by linear extension of the rule

$$\left(rp_{\gamma}\right)\left(sp_{\beta}\right) = rs_{\alpha \beta} \cdot \cdot \cdot p_{\beta},$$

where $r, s \in A$ and $\alpha, \beta \in \Gamma$. 

\begin{equation}
(2.1)
\end{equation}
In [5, Proposition 2.5], the Cohen-Montgomery result on the equivalences of categories of graded modules of unital rings graded by finite groups extended as follows: Let $A$ be a $\Gamma$-graded ring with graded local units. Then there is an isomorphism of categories

$$\text{Gr-}A \longrightarrow \text{Mod-}A\#\Gamma.$$ (2.2)

The Equation (2.2) allows us to describe the graded functors for the graded ring $A$ as a corresponding non-graded version on the category of $A\#\Gamma$-modules. As an example we can describe the graded Grothendieck group of $A$ as a usual $K_0$-group of $A\#\Gamma$, namely, $K_0(\text{Gr-}A) \cong K_0(\text{Mod-}A\#\Gamma)$.

3. Graded Groupoids

In this section we develop the concepts of graded matrix groupoids and strongly graded groupoids. We then observe that semi-direct product of groupoids will replace the concept of smash product in the classical ring theory.

3.1. Graded groupoids. A groupoid is a small category in which every morphism is invertible. It can also be viewed as a generalisation of a group which has a partial binary operation. Let $G$ be a groupoid. If $g \in G$, $s(g) = g^{-1}g$ is the source of $g$ and $r(g) = gg^{-1}$ is its range. The pair $(g_1, g_2)$ is composable if and only if $r(g_2) = s(g_1)$. The set $G^{(0)} := s(G) = r(G)$ is called the unit space of $G$. Elements of $G^{(0)}$ are units in the sense that $gs(g) = g$ and $rg(r) = g$ for all $g \in G$. The isotropy group at a unit $u \in G$ is the group $\text{Iso}(u) = \{g \in G \mid s(g) = r(g) = u\}$. Let $\text{Iso}(G) = \bigsqcup_{u \in G^{(0)}} \text{Iso}(u)$. For $U, V \in G$, we define

$$UV = \{g_1g_2 \mid g_1 \in U, g_2 \in V \text{ and } r(g_2) = s(g_1)\}.$$ 

A topological groupoid is a groupoid endowed with a topology under which the inverse map is continuous, and such that composition is continuous with respect to the relative topology on $G^{(2)} := \{(g_1, g_2) \in G \times G : s(g_1) = r(g_2)\}$ inherited from $G \times G$. An étale groupoid is a topological groupoid $G$ such that the domain map $s$ is a local homeomorphism. In this case, the range map $r$ is also a local homeomorphism. Throughout this article, we assume that the étale groupoids are locally compact Hausdorff.

An open bisection of $G$ is an open subset $U \subseteq G$ such that $s|_U$ and $r|_U$ are homeomorphisms onto an open subset of $G^{(0)}$. If $G$ is an étale groupoid, then there is a base for the topology on $G$ consisting of open bisections with compact closure. As demonstrated in [11, 31], if $G^{(0)}$ is totally disconnected and $G$ is étale, then there is a basis for the topology on $G$ consisting of compact open bisections. We say that an étale groupoid $G$ is ample if there is a basis consisting of compact open bisections for its topology.

Let $\Gamma$ be a discrete group and $G$ a topological groupoid. A $\Gamma$-grading of $G$ is a continuous function $c : G \to \Gamma$ such that $c(g_1)c(g_2) = c(g_1g_2)$ for all $(g_1, g_2) \in G^{(2)}$, such a function $c$ is called a cocycle on $G$. For $\gamma \in \Gamma$, setting $G_\gamma = c^{-1}(\gamma)$ which are clopen subsets of $G$, we have $G = \bigcup_{\gamma \in \Gamma} G_\gamma$ such that $G_\gamma G_\gamma \subseteq G_{\gamma\gamma}$. In this case, we call $G$ a $\Gamma$-graded groupoid. In this paper, we shall also refer to $c$ as the degree map on $G$. For $\gamma \in \Gamma$, we say that $X \subseteq G$ is $\gamma$-graded if $X \subseteq G_\gamma$. We always have $G^{(0)} \subseteq G$, so $G^{(0)}$ is $\varepsilon$-graded where $\varepsilon$ is the identity of $\Gamma$. We write $B^{pc}_\gamma(G)$ for the collection of all $\gamma$-graded compact open bisections of $G$ and

$$B^{pc}_\gamma(G) = \bigcup_{\gamma \in \Gamma} B^{co}_\gamma(G).$$ (3.1)

A groupoid is trivially graded by considering the map $c : G \to \{\varepsilon\}$. Throughout this paper, we consider the groupoids to be $\Gamma$-graded. As soon as our grade group $\Gamma$ is trivial, we obtain the results in the non-graded setting. Many important examples of étale groupoids have a natural graded structure.

**Example 3.1** (Transformation groupoids). Let $\phi : \Gamma \curvearrowright X$ be an action of a countable discrete group $\Gamma$ on a Cantor set $X$ by homeomorphisms, equivalently there is a group homomorphism $\Gamma \to \text{Homeo}(X)$, where $\text{Homeo}(X)$ consists of homeomorphisms from $X$ to $X$ with the multiplication given by the composition of maps. Let $\bar{G}_\phi = \Gamma \times X$ and define the groupoid structure: $(\gamma, \gamma') \cdot (\gamma', \gamma'') = (\gamma\gamma', \gamma'')$, and $(\gamma, x)^{-1} = (\gamma^{-1}, \gamma x)$. This gives that in this groupoid, $r(\gamma, x) = \gamma x$ and $s(\gamma, x) = x$, where the unit space $G^{(0)}_\phi$ is canonically identified with $X$ via the map $((\varepsilon, x) \mapsto x$. The natural cocyle $\bar{G}_\phi \to G$, $(\gamma, x) \mapsto \gamma$ makes $\bar{G}_\phi$ a $\Gamma$-graded groupoid.

The groupoid $\bar{G}_\phi$ equipped with the product topology becomes an étale groupoid, called the transformation groupoid arising from $\phi : \Gamma \curvearrowright X$. In fact the transformation groupoid $\bar{G}_\phi$ is étale if and only if the group $\Gamma$ has a discrete topology.

**Example 3.2.** Let $\phi : \Gamma \curvearrowright G$ be an action of a discrete group $\Gamma$ on an étale groupoid $G$, i.e., there is a group homomorphism $\phi : \Gamma \to \text{Aut}(G)$ with $\text{Aut}(G)$ the group of homeomorphisms between $G$ which respect the composition of $G$. The semi-direct product $G \rtimes_\phi \Gamma$ is $G \times \Gamma$ with the following groupoid structure: $(g, \gamma)$ and $(g', \gamma')$ are composable if and only if $g$ and $\phi_\gamma(g')$ are composable,

$$(g, \gamma)(g', \gamma') = (g\phi_\gamma(g'), \gamma\gamma'),$$

and

$$(g, \gamma)^{-1} = (\phi_{\gamma^{-1}}(g^{-1}), \gamma^{-1}).$$
The unit space of \( G \times_{\phi} \Gamma \) is \( G^{(0)} \times \{ e \} \). The source map \( s : G \times_{\phi} \Gamma \to G^{(0)} \times \{ e \} \) is given by \( s(g, \gamma) = (s(\phi_{\gamma^{-1}}(g)), e) \) and the range map \( r : G \times_{\phi} \Gamma \to G^{(0)} \times \{ e \} \) is given by \( r(g, \gamma) = (r(g), e) \) for \( g \in G \) and \( \gamma \in \Gamma \). The semi-direct product \( G \times_{\phi} \Gamma \) has a natural \( \Gamma \)-grading given by the cocycle \( c : G \times_{\phi} \Gamma \to \Gamma, c(g, \gamma) = \gamma \).

If \( G \) is an ample groupoid and \( \phi : \Gamma \rtimes G \) is an action of a discrete group \( \Gamma \) on \( G \), then \( G \times_{\phi} \Gamma \) is again ample under the product topology on \( G \times \Gamma \). We will determine the Steinberg algebras of these constructions in \( \S 4.1 \). Note that we recover Example 3.1 from this construction by considering the set \( X \) as a topological groupoid with only identity morphisms.

**Example 3.3 (Groupoid of a dynamical system).** Let \( X \) be a locally compact Hausdorff space and \( \sigma : X \to X \) a local homeomorphism. Further suppose that \( X \to \Gamma \) is a continuous map. We then have a \( \Gamma \)-graded groupoid defined as follows:

\[
G(X, \sigma) := \left\{ (x, s, y) \mid \sigma^n(x) = \sigma^m(y) \text{ and } s = \sum_{i=0}^{n-1} d(\sigma^i(x)) \prod_{j=0}^{m-1} d(\sigma^j(y))^{-1}, n, m \in \mathbb{N} \right\}.
\]

Here the cocycle is defined by \( G(X, \sigma) \to \Gamma, (x, s, y) \mapsto s \).

Let \( E \) be a finite graph with no sinks and sources, and \( E^\infty \) the set of all infinite paths in \( E \). Let \( \sigma : E^\infty \to E^\infty \) and \( E^\infty \to \mathbb{Z}, x \mapsto 1 \). Then we have \( G(E^\infty, \sigma) = G_E \), where \( G_E \) is the graph groupoid associated to the graph \( E \) (see Section 6 for more detail on the graph groupoid \( G_E \) for an arbitrary graph \( E \)).

The above construction can be thought of as a special case of Deaconu-Renault groupoids. We refer the reader to [34] and references there for the construction and their topology which are always étale.

### 3.2. Graded matrix groupoids

Recall from \( \S 2.2 \) that if a ring \( A \) is \( \Gamma \)-graded, then for a collection \( \{ \gamma_1, \ldots, \gamma_n \} \) of elements of \( \Gamma \), we have a \( \Gamma \)-graded matrix ring \( M_n(A)(\gamma_1, \ldots, \gamma_n) \).

In this section we develop the parallel concept in the setting of groupoids, namely graded matrix groupoids with a given shift. We will see that the Steinberg algebra of a graded matrix groupoid coincides with the graded matrix ring of the Steinberg algebra with the same shift (see Proposition 4.4).

Let \( G \) be an étale groupoid. For \( f : G^{(0)} \to \mathbb{Z} \) a map with \( f \geq 0 \), where \( \mathbb{Z} \) is the discrete abelian group of integers, we let

\[
G_f = \{ x_{ij} \mid x \in G, 0 \leq i \leq f(r(x)), 0 \leq j \leq f(s(x)) \},
\]

and equip \( G_f \) with the induced topology from the product topology on \( G \times \mathbb{Z} \times \mathbb{Z} \). We endow \( G_f \) with the groupoid structure as follows:

\[
G_f^{(0)} = \{ x_{ij} \mid x \in G^{(0)}, 0 \leq i \leq f(x) \},
\]

\((x_{ij})^{-1} = (x^{-1})_{ji}\), two elements are \( x_{ij} \) and \( y_{kl} \) are composable if and only if \( s(x) = r(y) \), \( j = k \) and the product is given by \( x_{ij} y_{kl} = (xy)_{il} \). We call \( G_f \) the matrix groupoid of \( G \) with respect to \( f \). In the later sections, the map \( f \) will usually be a constant function.

Suppose that \( G \) is a \( \Gamma \)-graded groupoid with the grading map \( e : G \to \Gamma \) and \( f : G^{(0)} \to \mathbb{Z} \) satisfies \( f \geq 0 \). Fix a continuous map \( \psi : G_f^{(0)} \to \Gamma \). Define a map

\[
c_\psi : G_f \to \Gamma, \quad x_{ij} \mapsto \psi(r(x)_{ij})c(x)\psi(s(x)_{jj})^{-1}.
\]

We claim that \( c_\psi \) is a continuous cocycle for \( G_f \) and thus \( G_f \) is \( \Gamma \)-graded. Indeed, we observe that \( c_\psi \) is the composition map

\[
G_f \xrightarrow{\mu} G_f^{(0)} \times \Gamma \times G_f^{(0)} \xrightarrow{\nu} \Gamma,
\]

where \( \mu(x_{ij}) = (r(x)_{ij}, c(x), s(x)_{jj}) \) for \( x_{ij} \in G_f \) and \( \nu(y_{kk}, \gamma, z_{ii}) = \psi(y_{kk})\gamma\psi(z_{ii})^{-1} \) for \( y_{kk}, z_{ii} \in G_f^{(0)} \) and \( \gamma \in \Gamma \). Since \( \psi \), the source and range maps for the groupoid \( G_f \) are continuous, \( \mu \) and \( \nu \) are continuous. Thus \( c_\psi \) is continuous. Since the grading map \( e_\psi \) of the \( \Gamma \)-graded groupoid \( G_f \) is related to the continuous map \( \psi \), we denote the \( \Gamma \)-graded groupoid \( G_f \) by \( G_f(\psi) \).

For a locally compact Hausdorff space \( X \) and a topological group \( G \), we denote by \( C_c(X, G) \) the set of \( G \)-valued continuous functions with compact support.

For an étale groupoid \( G \), we denote \( s^{-1}(X) \cap r^{-1}(X) \) by \( G|_X \) for a subset \( X \subseteq G^{(0)} \). A subset \( F \subseteq G^{(0)} \) is said to be \( G \)-full, if \( r^{-1}(X) \cap s^{-1}(F) \) is not empty for any \( x \in G^{(0)} \).

The following lemma is the graded version of [26, Lemma 4.3].

**Lemma 3.4.** Let \( G \) be an étale \( \Gamma \)-graded groupoid, graded by the cocycle \( e : G \to \Gamma \), whose unit space is compact and totally disconnected and let \( Y \subseteq G^{(0)} \) be a \( G \)-full clopen subset. There exist \( f \in C_c(Y, \mathbb{Z}) \) and a continuous map \( \psi : (G|_Y)^{(0)} \to \Gamma \) such that \( \pi : (G|_Y)^{(0)} \to G \) satisfying \( \pi(x_0) = x \) for all \( x \in G|_Y \) is a graded isomorphism.
Proof. Let $X = G^{(0)}$. There are compact open bisections $V_1, V_2, \ldots, V_n$ such that $s(V_j) \subseteq Y$ for each $j = 1, \ldots, n$. $r(V_1), r(V_2), \ldots, r(V_n)$ are mutually disjoint and their union is equal to $X \setminus Y$ (see [26, Lemma 4.3]). For each subset $\lambda \subseteq \{1, 2, \ldots, n\}$ we fix a bijection $\alpha_\lambda : \{k \mid 1 \leq k \leq |\lambda|\} \rightarrow \lambda$. For $y \in Y$ put

$$\lambda(y) = \{k \in \{1, 2, \ldots, n\} \mid y \in s(V_k)\}.$$ 

We define $f \in C_c(Y, Z)$ by $f(y) = |\lambda(y)|$. Since each $s(V_k)$ is clopen, $f$ is continuous. A map $\theta : (G|_Y)^{(0)} \rightarrow G$ is defined by

$$\theta(y_i) = \begin{cases} y_i & \text{if } i = 0; \\ (s|_{V_i})^{-1}(y) & \text{otherwise,} \end{cases}$$

where $l = \alpha_\lambda(y)(i)$ (see [26, Lemma 4.3]).

We claim that $\theta : (G|_Y)^{(0)} \rightarrow G$ defined above is continuous. Recall that the collection of all the bisections of the étale groupoid $G$ forms a basis for its topology (see [18, Proposition 3.5] and [31, Proposition 3.4]). It suffices to show that for any open bisection $T$ of $G$, $\theta^{-1}(T)$ is open. Observe that

$$\theta^{-1}(T) = \theta^{-1}(T \cap \bigcup_{j=1}^{n} V_j) \cup (T \cap Y)_{00}.$$

where $(T \cap Y)_{00} = \{x_{00} \mid x \in T \cap Y\}$. Indeed, clearly

$$\theta^{-1}(T \cap \bigcup_{j=1}^{n} V_j) \cup (T \cap Y)_{00} \subseteq \theta^{-1}(T).$$

On the other hand, take any $y_{ii} \in \theta^{-1}(T)$. If $i = 0$, then $\theta(y_{00}) = y = y_{00} \in (T \cap Y)_{00}$. If $i \neq 0$, then $\theta(y_{ii}) = (s|_{V_i})^{-1}(y) \in V_i$ with $l = \alpha_\lambda(y)(i)$. Since $\theta(y_{ii})$ belongs to $T$, we have $\theta(y_{ii}) \in T \cap \bigcup_{j=1}^{n} V_j$, implying $y_{ii} \in \theta^{-1}(T \cap \bigcup_{j=1}^{n} V_j)$. Thus

$$\theta^{-1}(T) \subseteq \theta^{-1}(T \cap \bigcup_{j=1}^{n} V_j) \cup (T \cap Y)_{00}.$$ 

Since $(T \cap Y)_{00}$ is an open subset of $(G|_Y)^{(0)}$, it suffices to show that $\theta^{-1}(T \cap \bigcup_{j=1}^{n} V_j)$ is an open subset of $(G|_Y)^{(0)}$. In fact, we have

$$\theta^{-1}(T \cap \bigcup_{j=1}^{n} V_j) = \big((T \cap \bigcup_{j=1}^{n} V_j) \cap Y\big)_{00} \cup \big((T \cap V_j)_{11}\big)_{11}$$

with $s(T \cap V_j)_{11} = \{z_{11} \mid z \in s(T \cap V_j)\}$, since for each element $x \in T \cap \bigcup_{j=1}^{n} V_j$, we have $f(s(x)) = 1$.

Let $\psi$ be the composition map $(G|_Y)^{(0)} \xrightarrow{\theta} G \rightarrow \Gamma$. By (3.2), $G_f$ is $\Gamma$-graded. By the proof of [26, Lemma 4.3], there is an isomorphism $\pi : (G|_Y)_{\tilde{f}} \rightarrow G$ such that $\pi(x_{ij}) = \theta(r(x_{ii})) \cdot g \cdot \theta(s(x_{ij}))^{-1}$. It is evident that the isomorphism $\pi : (G|_Y)_{\tilde{f}} \rightarrow G$ preserves the grading. The proof is completed.

Let $\Gamma$ and $\mathbb{Z}$ be discrete groups, $G$ a $\Gamma$-graded groupoid with $c : G \rightarrow \Gamma$ the grading map and $f \in C_c(G^{(0)}, \mathbb{Z})$. Suppose that $\sigma : \mathbb{Z} \rightarrow \mathbb{Z}$ is a bijection such that for any $x \in G^{(0)}$, $\sigma(D_x) = D_x$ where $D_x = \{0, 1, \ldots, f(x)\}$. Suppose that $\psi : G_f^{(0)} \rightarrow \Gamma$ is a continuous map. Let $\psi_\sigma : G_f^{(0)} \rightarrow \Gamma$ be the continuous map given by $\psi_\sigma(x_{ii}) = \psi(x_{\sigma(i)\sigma(i)})$ for any $x_{ii} \in G_f^{(0)}$.

In the following theorem, by $Z(\Gamma)$ we mean the centre of the group $\Gamma$.

**Proposition 3.5.** Keep the above notation. We have

1. $G_f(\psi) \cong G_f(\psi_\sigma)$ as $\Gamma$-graded groupoids;
2. Suppose that $f : G^{(0)} \rightarrow \mathbb{Z}$ is a constant function such that $f(x) = n$ with $n$ a positive integer for any $x \in G^{(0)}$.

Let $\tau$ be a permutation of $\{0, 1, \ldots, n\}$. Let $\psi : G_f^{(0)} \rightarrow \Gamma$ be a continuous map and $\psi_\tau : G_f^{(0)} \rightarrow \Gamma$ be given by $\psi_\tau(x_{ii}) = \psi(x_{\tau(i)\tau(i)})$ for any $x_{ii} \in G_f^{(0)}$. Then $G_f(\psi) \cong G_f(\psi_\tau)$ as $\Gamma$-graded groupoids;
3. Let $\gamma \in Z(\Gamma)$ and $\psi : G_f^{(0)} \rightarrow \Gamma$ a continuous map. Let $\psi_\gamma : G_f^{(0)} \rightarrow \Gamma$ be the composition of the $\psi$ and the multiplication map $\Gamma \rightarrow \Gamma, \beta \mapsto \gamma \beta$ with $\beta \in \Gamma$. Then $G_f(\psi) \cong G_f(\psi_\gamma)$ as $\Gamma$-graded groupoids.

**Proof.** (1) Observe that $G_f(\psi) \rightarrow G_f(\psi_\sigma), x_{ij} \mapsto x_{\sigma^{-1}(i)\sigma^{-1}(j)}$ is the desired $\Gamma$-graded groupoid isomorphism. For (2), we observe that in this case $D_x = \{0, 1, \ldots, n\}$ for all $x \in G^{(0)}$. Let $\sigma : \mathbb{Z} \rightarrow \mathbb{Z}$ be a bijection such that $\sigma(\{0, 1, \ldots, n\}) = \{0, 1, \ldots, n\}$. Applying (1), the result follows directly. For (3), $G_f(\psi) \rightarrow G_f(\psi_\gamma), x_{ij} \mapsto x_{\gamma j}$ is a $\Gamma$-graded groupoid isomorphism.

3.3. **Strongly graded groupoids.** Let $\Gamma$ be a group with identity $e$ and let $G$ be a $\Gamma$-graded groupoid, graded by the cocycle $c : G \rightarrow \Gamma$. Parallel to the classical graded ring theory, we say $G$ is a **strongly $\Gamma$-graded groupoid** if $G_{\alpha \beta} = G_{\alpha \beta}$ for all $\alpha, \beta \in \Gamma$. In [9] such groupoids were systematically studied. It was shown that $G$ is strongly graded if and only if $s(G_a) = G^{(0)}$ if and only if $r(G_a) = G^{(0)}$, for all $a \in \Gamma$ (see [9, Lemma 2.3]). When $G$ is strongly graded, the $e$-component of $G$, namely, $G_e$, contains substantial information about the groupoid $G$. In [9, Theorem 2.5] it was proved that an ample $\Gamma$-graded groupoid $G$ is strongly graded if and only if the Steinberg algebra $A_R(G)$ is strongly $\Gamma$-graded.
### 3.4. Skew-product of groupoids.

In this subsection we first demonstrate that for a \( \Gamma \)-graded groupoid \( \mathcal{G} \), graded by the cocycle \( c : \mathcal{G} \to \Gamma \), the skew-product \( \mathcal{G} \times_c \Gamma \) takes the role of the smash product in the graded ring theory as described in §2.4. Namely we prove that

\[
\text{Gr-R}\mathcal{G} \cong \text{Mod-R}\mathcal{G} \times_c \Gamma,
\]

where \( \text{Gr-R}\mathcal{G} \) is the category of graded \( \mathcal{G} \)-sheaves of \( \mathcal{R} \)-modules with graded morphisms and \( \text{Mod-R}\mathcal{G} \) is the category of \( \mathcal{G} \)-sheaves of \( \mathcal{R} \)-modules (see §3.7 and (5.1)). Comparing this with the situation in ring theory given in (2.2)

\[
\text{Gr-A} \to \text{Mod-A}\#\Gamma,
\]

leads us to define the graded homology theory of a \( \Gamma \)-graded groupoid \( \mathcal{G} \) as the homology theory of skew-product \( \mathcal{G} \times_c \Gamma \) (see Definition 5.3).

**Definition 3.6.** Let \( \mathcal{G} \) be a locally compact Hausdorff groupoid, \( \Gamma \) a discrete group and \( c : \mathcal{G} \to \Gamma \) a cocycle. The *skew-product* of \( \mathcal{G} \) by \( \Gamma \), denoted by \( \mathcal{G} \times_c \Gamma \), is the groupoid \( \mathcal{G} \times \Gamma \) such that \( (x, \alpha) \) and \( (y, \beta) \) are composable if \( x \) and \( y \) are composable and \( \alpha = c(y)\beta \). The composition is then given by

\[
(x, c(y)\beta)(y, \beta) = (xy, \beta)
\]

with the inverse

\[
(x, \alpha)^{-1} = (x^{-1}, c(x)\alpha).
\]

The source map \( s : \mathcal{G} \times_c \Gamma \to \mathcal{G}^{(0)} \times \Gamma \) and the range map \( r : \mathcal{G} \times_c \Gamma \to \mathcal{G}^{(0)} \times \Gamma \) of the skew-product \( \mathcal{G} \times_c \Gamma \) are given by \( s(x, \alpha) = (s(x), \alpha) \) and \( r(x, \alpha) = (r(x), c(x)\alpha) \) for \( (x, \alpha) \in \mathcal{G} \times_c \Gamma \).

The skew-product \( \mathcal{G} \times_c \Gamma \) is a \( \Gamma \)-graded topological groupoid under the product topology on \( \mathcal{G} \times \Gamma \) and with degree map \( c(x, \gamma) := c(x) \).

**Remark 3.7.** Note that our convention for the composition of the skew-product here is slightly different from that in [30, Definition 1.6] and [26, §3.2]. Since in Section 6 we will use the representation of the monoid of graded finitely generated projective modules over a Leavitt path algebra which was produced in [5, §5], our convention for the composition of the skew-product is the same as that in [5, Definition 3.2].

Next we describe the bisections of a skew-product groupoid as they are needed in the sequel. For a \( \Gamma \)-graded ample groupoid \( \mathcal{G} \), we observe that a graded compact open bisection \( U \in B^{\infty}_\alpha(\mathcal{G} \times_c \Gamma) \) with \( \alpha \in \Gamma \) can be written as

\[
U = \bigcup_{i=1}^{l} U_i \times \{\gamma_i\},
\]

with \( \gamma_i \in \Gamma \) distinct and \( U_i \) an \( \alpha \)-graded compact open bisection of \( \mathcal{G} \). Indeed, if \( U \subseteq \tilde{c}^{-1}(\alpha) \), then for each \( \gamma \in \Gamma \), the set \( U \cap \mathcal{G} \times \{\gamma\} \) is a compact open bisection. Since these are mutually disjoint and \( U \) is compact, there are finitely many (distinct) \( \gamma_1, \ldots, \gamma_l \in \Gamma \) such that

\[
U = \bigcup_{i=1}^{l} U \cap (\mathcal{G} \times \{\gamma_i\}).
\]

Each \( U \cap \mathcal{G} \times \{\gamma_i\} \) has the form \( U_i \times \{\gamma_i\} \), where \( U_i \subseteq \mathcal{G} \) is compact open. The \( U_i \) have mutually disjoint sources because the source map on \( \mathcal{G} \times_c \Gamma \) is just \( s \times \text{id} \), and \( U \) is a bisection. So each \( U_i \in B^\infty_\alpha(\mathcal{G}) \), and \( U = \bigcup_{i=1}^{l} U_i \times \{\gamma_i\} \). We observe that

\[
s(U) = \bigcup_{i=1}^{l} s(U_i) \times \{\gamma_i\} \quad \text{and} \quad r(U) = \bigcup_{i=1}^{l} r(U_i) \times \{\alpha \gamma_i\}.
\]

Recall that for a locally compact, Hausdorff groupoid \( \mathcal{G} \), we say that \( \mathcal{G} \) is *effective* if the interior \( \text{Iso}(\mathcal{G})^0 \) of \( \text{Iso}(\mathcal{G}) \) is \( \mathcal{G}^{(0)} \). We say that \( \mathcal{G} \) is *principal* if \( \text{Iso}(\mathcal{G}) = \mathcal{G}^{(0)} \) ([10]).

**Lemma 3.8.** Let \( \mathcal{G} \) be a locally compact Hausdorff \( \Gamma \)-graded groupoid, with the cocycle \( c : \mathcal{G} \to \Gamma \). We have \( \text{Iso}(\mathcal{G} \times_c \Gamma) = \text{Iso}(\mathcal{G}_c) \times \Gamma \). Thus the groupoid \( \mathcal{G}_c \) is effective if and only if \( \mathcal{G} \times_c \Gamma \) is effective. Furthermore, \( \mathcal{G}_c \) is principal if and only if \( \mathcal{G} \times_c \Gamma \) is principal.

**Proof.** Let \( (x, \alpha) \in \text{Iso}(\mathcal{G} \times_c \Gamma) \). Then \( s(x, \alpha) = s(x, \alpha) = r(x, \alpha) = (r(x), c(x)\alpha) \). It immediately follows that \( x \in \text{Iso}(\mathcal{G}_c) \) and so \( \text{Iso}(\mathcal{G} \times_c \Gamma) \subseteq \text{Iso}(\mathcal{G}_c) \times \Gamma \). The reverse inclusion is immediate. The rest of Lemma follows easily. \( \square \)
3.5. Groupoid spaces and groupoid equivalences. In this subsection we recall the concepts of imprimitive groupoids, linking groupoids and equivalence spaces between two groupoids. In §3.6 we develop the graded version of these concepts.

Let $\mathcal{G}$ be a locally compact groupoid with Hausdorff unit space and $X$ a locally compact space. We say $\mathcal{G}$ acts on the left of $X$ if there is a map $r_X$ from $X$ onto $\mathcal{G}^{(0)}$ and a map $(\gamma, x) \mapsto \gamma \cdot x$ from $\mathcal{G} \times X$ to $X$ such that

- (1) if $(\eta, x) \in \mathcal{G} \times X$ and $(\gamma, \eta) \in \mathcal{G}$, then $(\gamma \eta, x) \in \mathcal{G} \times X$ and $\gamma \cdot (\eta \cdot x) = (\gamma \eta) \cdot x$;
- (2) $r_X(x) \cdot x = x$ for all $x \in X$.

We call $\mathcal{G}$ a continuous left $\mathcal{G}$-space if $r_X$ is an open map and both $r_X$ and $(\gamma, x) \mapsto \gamma \cdot x$ are continuous. The action of $\mathcal{G}$ on $X$ is free if $\gamma \cdot x = x$ implies $\gamma = r_X(x)$. It is proper if the map from $\mathcal{G} \times X \to X \times X$ given by $(\gamma, x) \mapsto (\gamma \cdot x, x)$ is a proper map in the sense that inverse images of compact sets are compact. Right actions can be defined similarly, writing $s_X$ for the map from $X$ to $\mathcal{G}^{(0)}$, and

$$X \times \mathcal{G} := \{(x, \gamma) \in X \times \mathcal{G} \mid s_X(x) = r(\gamma)\}.$$ 

Suppose $X$ is a left $\mathcal{G}$-space. Define the orbit equivalence relation on $X$ determined by $\mathcal{G}$ to be $x \sim y$ if and only if there exists $\gamma \in \mathcal{G}$ such that $\gamma \cdot x = y$. The quotient space with respect to this relation is denoted $\mathcal{G} \setminus X$, the elements of $\mathcal{G} \setminus X$ are denoted $[x]$, and the canonical quotient map is denoted by $q$. When $X$ is a continuous $\mathcal{G}$-space we will give $\mathcal{G} \setminus X$ the quotient topology with respect to $q$. When $X$ is a right $\mathcal{G}$-space the orbit equivalence relation is defined similarly and we will use the same notation. In some cases $X$ will be both a left $\mathcal{G}$-space and a right $\mathcal{H}$-space, where $\mathcal{G}$ and $\mathcal{H}$ are groupoids, and in this situation we will denote the orbit space with respect to the $\mathcal{G}$-action by $\mathcal{G} \setminus X$ and the orbit space with respect to the $\mathcal{H}$-action by $X/\mathcal{H}$.

Definition 3.9. Let $\mathcal{G}$ and $\mathcal{H}$ be locally compact groupoids. A locally compact space $Z$ is called a $(\mathcal{G}, \mathcal{H})$-equivalence if

1. $Z$ is a free and proper left $\mathcal{G}$-space;
2. $Z$ is a free and proper right $\mathcal{H}$-space;
3. the actions of $\mathcal{G}$ and $\mathcal{H}$ on $Z$ commute;
4. $r_Z$ induces a homeomorphism of $Z/\mathcal{H}$ onto $\mathcal{G}^{(0)}$;
5. $s_Z$ induces a homeomorphism of $\mathcal{G} \setminus Z$ onto $\mathcal{H}^{(0)}$.

Let $\mathcal{H}$ be a locally compact Hausdorff groupoid, and let $Z$ be a free and proper right $\mathcal{H}$-space. Then $\mathcal{G}$ acts diagonally on $Z \times Z := \{(x, y) \in Z \times Z \mid s(x) = s(y)\}$, and we define $Z^H = (Z \times Z)/\mathcal{H}$. Two equivalence classes $[z, w]_H, [x, y]_H \in Z^H$ are composable when $[w] = [x]$ in $Z/\mathcal{H}$, and we define $[z, w]_H [w', y]_H = [z, y]_H$ and $[z, w]_H^{-1} = [w, z]_H$. It can be checked that these operations make $Z^H$ into a locally compact Hausdorff groupoid (see [32, Proposition 1.92]). Furthermore, the range and source maps are given by $r([z, w]_H) = [z, z]_H$ and $s([z, w]_H) = [w, w]_H$, which allows us to identify the unit space of $Z^H$ with $Z/\mathcal{H}$. The groupoid $Z^H$ is called the imprimitivity groupoid associated to the $\mathcal{H}$-space $Z$. The imprimitivity groupoid associated to a left action is defined analogously. The groupoid $Z^H$ admits a natural left action on $Z$, which makes $Z$ into a $(Z^H, \mathcal{H})$-equivalence (see [32, Proposition 1.93]). Thus any free and proper groupoid space gives rise to a groupoid equivalence in a canonical way. Indeed, this construction is prototypical: if $Z$ is a $(\mathcal{G}, \mathcal{H})$-equivalence, then $Z^H$ and $\mathcal{G}$ are naturally isomorphic by the map $[z, w]_H \mapsto [z, w]$, where $[z, w] \in \mathcal{G}$ is the unique element satisfying $z \cdot w = z$ (see [32, Proposition 1.94]).

Given a $(\mathcal{G}, \mathcal{H})$-equivalence $Z$, define the opposite space $Z^{op} = \{\tau : z \in Z\}$ to be a homeomorphic copy of $Z$, but let $\mathcal{G}$ and $\mathcal{H}$ act on the right and left of $Z^{op}$ as follows:

$$r(\tau) = s(z), s(\tau) = r(z), \eta \cdot \tau = z \cdot \eta^{-1}, \tau \cdot y = \tau \cdot y$$

for $\gamma, \eta \in \mathcal{H}, y \in \mathcal{G}$. It is straightforward to check that this makes $Z^{op}$ into an $(\mathcal{H}, \mathcal{G})$-equivalence. We then define the linking groupoid to be the topological disjoint union

$$L = \mathcal{G} \sqcup Z \sqcup Z^{op} \sqcup \mathcal{H}$$

with $L, r, s : L \to L^{(0)} := \mathcal{G}^{(0)} \sqcup \mathcal{H}^{(0)}$ inherited from the range and source maps on each of $\mathcal{G}, \mathcal{H}, Z$ and $Z^{op}$. The set of composable pairs is $L^{(2)} = \{(x, y) \in L \times L : s(x) = r(y)\}$ and multiplication $(k, l) \mapsto kl$ in $L$ is given by

- multiplication in $\mathcal{G}$ and $\mathcal{H}$ when $(k, l)$ is a composable pair in $\mathcal{G}$ or $\mathcal{H}$;
- $kl = k \cdot l$ when $(k, l) \in (Z \star \mathcal{H}) \sqcup (\mathcal{G} \star Z) \sqcup (\mathcal{H} \star Z^{op}) \sqcup (Z^{op} \star \mathcal{G})$;
- $kl = [k, h]_{\mathcal{H}}$ if $k \in Z$ and $l = [h]_{\mathcal{H}}$ in $Z^{op}$, and $kl = [h, l]_{\mathcal{H}}$ if $j \in Z$ and $k = [k]_{\mathcal{H}}$ in $Z$. 


The inverse map is the usual inverse map in each of \( G \) and \( H \) and is given by \( z \mapsto \overline{z} \) on \( Z \) and \( \overline{z} \mapsto z \) on \( Z^{\text{op}} \). It is shown in [33, Lemma 2.1] that these operations make \( L \) into a locally compact Hausdorff groupoid.

### 3.6. Graded groupoid equivalences

Let \( \Gamma \) be a group and let \( G \) be a \( \Gamma \)-graded groupoid, graded by the cocycle \( c : G \to \Gamma \). Recall from [9, §3.4] that a \( G \)-space \( X \) is called graded \( G \)-space if there is a continuous map \( k : X \to \Gamma \) such that \( k(\gamma \cdot x) = c(\gamma)k(x) \), whenever \( (\gamma, x) \in G \times X \).

Let \( G \) and \( H \) be \( \Gamma \)-graded groupoids. A \((G, H)\)-equivalence \( Z \) is called a \( \Gamma \)-graded \((G, H)\)-equivalence if \( Z \) is a \( \Gamma \)-graded \( G \)-space and also a \( \Gamma \)-graded \( H \)-space with respect to the same continuous map \( k : Z \to \Gamma \).

Let \( H \) be a \( \Gamma \)-graded groupoid graded by the cocycle \( c : H \to \Gamma \) and \( X \) a \( \Gamma \)-graded right \( H \)-space with \( k : X \to \Gamma \) the grading map. Then the imprimitivity groupoid \( X^H \) is a \( \Gamma \)-groupoid graded by the cocycle \( k : X^H \to \Gamma \) given by

\[
k([[x, y]]) = k(x)k(y)^{-1}
\]

for \( [x, y] \in X^H \). The map \( k : X^H \to \Gamma \) is well defined. Observe that for \( [x', y'] = [x, y] \) in \( X^H \) there exists \( \gamma \in H \) such that \( x' = x \cdot \gamma \) and \( y' = y \cdot \gamma \), and thus \( k([x', y']) = k(x')k(y')^{-1} = k(x \cdot \gamma)k(y \cdot \gamma) = k([x, y]) \). We observe that \( k \) is a continuous map. Indeed, we have the commutative diagram

\[
\begin{array}{ccc}
X \times X & \xrightarrow{\phi} & \Gamma \\
\downarrow & & \downarrow \\
X \ast X & \xrightarrow{\psi} & \Gamma
\end{array}
\]

where \( \phi(x, y) = k(x)k(y)^{-1} \) for \( (x, y) \in X \times X \), \( X \ast X \) is defined in (3.4), \( q : X \times X \to X \ast X \) is the quotient map, and \( \psi(x, y) = k(x)k(y)^{-1} \). Observe that \( \phi \) is continuous and that \( \phi^{-1}(\gamma) = q^{-1}(\psi^{-1}(\gamma)) \) for any \( \gamma \in \Gamma \). Thus \( \psi^{-1}(\gamma) \) is open, since \( \phi^{-1}(\gamma) \) is open and \( q \) is the quotient map. Hence \( \psi \) is continuous. Similarly, we have the following commutative diagram

\[
\begin{array}{ccc}
X \ast X & \xrightarrow{\psi} & \Gamma \\
\downarrow & & \downarrow \\
X^H & \xrightarrow{k} & \Gamma
\end{array}
\]

and thus \( k : X^H \to \Gamma \) is continuous. In the case that \( Z \) is a \( \Gamma \)-graded \((G, H)\)-equivalence, the groupoid isomorphism given in (3.5) preserves the grading and thus \( G \) and \( Z^H \) are isomorphic as \( \Gamma \)-graded groupoids.

If \( Z \) is a \( \Gamma \)-graded \((G, H)\)-equivalence, then the linking groupoid \( L \) of \( Z \) is \( \Gamma \)-graded with the cocycle map \( k \). Inherited from the grading maps of \( G \), \( H \) and \( Z \), and \( k(\overline{z}) = k(z)^{-1} \) for \( z \in Z \).

### 3.7. The category of graded \( G \)-sheaves

Let \( G \) be a \( \Gamma \)-groupoid, graded by the cocycle \( c : G \to \Gamma \) and \( E \) a right \( G \)-space. For \( x \in G^{(0)} \), the fibre \( s_E^{-1}(x) \) of \( E \) is denoted by \( E_x \) and is called the stalk of \( E \) at \( x \).

A \( G \)-space \( E \) is called a \( G \)-sheaf of sets if \( s_E : E \to G^{(0)} \) is a local homeomorphism. For a commutative ring \( R \) with unit, we say the sheaf \( E \) is a graded \( G \)-sheaf of \( R \)-modules if each stalk \( E_x \) is a (left) \( R \)-module such that

1. The zero section sending \( x \in G^{(0)} \) to the zero of \( E_x \) is continuous;
2. Addition \( E \times_{G^{(0)}} E \to E \) is continuous;
3. Scalar multiplication \( R \times E \to E \) is continuous, where \( R \) has the discrete topology;
4. For each \( g \in G \), the map \( \psi_g : E_{r(g)} \to E_{s(g)} \) given by \( \psi_g(e) = eg \) is \( R \)-linear.
5. For any \( x \in G^{(0)} \), \( E_x = \bigoplus_{\gamma \in \Gamma} (E_x)_\gamma \), where \( (E_x)_\gamma \) are \( R \)-submodules of \( E_x \);
6. \( E_\gamma := \bigcup_{x \in G^{(0)}} (E_x)_\gamma \) is open in \( E \) for every \( \gamma \in \Gamma \); and
7. \( E_\gamma \subseteq E_\delta \) for every \( \gamma, \delta \in \Gamma \).

We call \( (E_x)_\gamma \) the \( \gamma \)-homogeneous component of \( E_x \), and denote the homogeneous elements of \( E \) by

\[
E^h := \bigcup_{x \in G^{(0)}, \gamma \in \Gamma} (E_x)_\gamma.
\]

Note that the map \( k : E^h \to \Gamma \), \( s \mapsto \gamma \), where \( s \in (E_x)_\gamma \), is continuous, and (7) can be interpreted as \( k(eg) = k(e)c(g) \) for every homogeneous \( e \in E^h \) and any \( g \in G \) such that \( s_E(e) = r(g) \). Unlike graded \( G \)-spaces, it does not make sense to define a degree \( k \) on all of \( E \). A morphism \( \phi : E \to F \) of \( G \)-sheaves of \( R \)-modules is a graded morphism if \( \phi(E_x) \subseteq F_x \), for any \( \gamma \in \Gamma \). The category of graded \( G \)-sheaves of \( R \)-modules with graded morphisms will be denoted \( \text{Gr}_R^G \). If from the outset we set the grade group \( \Gamma \) the trivial group, then our construction gives the category of \( G \)-sheaves of \( R \)-modules, denoted by \( \text{Mod}_R G \).
3.8. Graded Kakutani equivalences and stable groupoids. Matui [26] defines Kakutani equivalence for ample groupoids with compact unit spaces. In [7], the authors extend this notion to ample groupoids with non-compact unit spaces. In this subsection, we consider graded groupoids and graded Kakutani equivalences. This allows us to show that for a $\Gamma$-graded ample groupoid $\mathcal{G}$,
\[ \text{Gr}_{\Gamma} \cong \text{Mod}_{\Gamma} \times \mathcal{G}, \]
(see (5.1) and compare this with (2.2)). This justifies the use of skew-product $\mathcal{G} \times \mathcal{G}$ for the definition of the graded homology of the $\Gamma$-graded groupoid $\mathcal{G}$ (see Definition 5.3).

Recall that two ample groupoids $\mathcal{G}$ and $\mathcal{H}$ are Kakutani equivalent if there are a $\mathcal{G}$-full clopen $X \subseteq \mathcal{G}^{(0)}$ and an $\mathcal{H}$-full clopen $Y \subseteq \mathcal{H}^{(0)}$ such that $\mathcal{G}|_X \cong \mathcal{H}|_Y$.

**Definition 3.10.** Let $\Gamma$ be a discrete group. Suppose that $\mathcal{G}_1$ and $\mathcal{G}_2$ are $\Gamma$-graded groupoids. The groupoids $\mathcal{G}_1$ and $\mathcal{G}_2$ are called $\Gamma$-graded Kakutani equivalent if there are full clopen subsets $Y_i \subseteq \mathcal{G}_i^{(0)}$, for $i = 1, 2$, such that $\mathcal{G}_1|_{Y_1}$ is graded isomorphic to $\mathcal{G}_2|_{Y_2}$.

Let $\mathcal{G}$ be a $\Gamma$-graded groupoid graded by the cocycle $c : \mathcal{G} \rightarrow \Gamma$. The stable groupoid $\mathcal{G}_\Gamma$ is defined as
\[ \mathcal{G}_\Gamma = \{ g_{\alpha,\beta} \mid \alpha, \beta \in \Gamma, g \in \mathcal{G} \}, \]
with composition given by $g_{\alpha,\beta}h_{\beta,\gamma} = (gh)_{\alpha,\gamma}$, if $g$ and $h$ are composable and inverse given by $(g_{\alpha,\beta})^{-1} = g_{\beta^{-1},\alpha}$. Here $\mathcal{G}_\Gamma^{(0)} = \{ x_{\alpha,\alpha} \mid \alpha \in \Gamma, x \in \mathcal{G}^{(0)} \}$, $s(g_{\alpha,\beta}) = s(g)_{\beta,\beta}$ and $r(g_{\alpha,\beta}) = r(g)_{\alpha,\alpha}$. Observe that if $\mathcal{G}$ is an ample groupoid, so is $\mathcal{G}_\Gamma$.

One defines a cocycle (called $c$ again)
\[ c : \mathcal{G}_\Gamma \rightarrow \Gamma, \]
\[ g_{\alpha,\beta} \mapsto \alpha^{-1}c(g)\beta. \]
This makes $\mathcal{G}_\Gamma$ a $\Gamma$-graded groupoid. Furthermore, the $\varepsilon$-component of $\mathcal{G}_\Gamma$, $(\mathcal{G}_\Gamma)_\varepsilon = \{ g_{\alpha,\beta} \mid c(g) = \varepsilon \alpha^{-1} \beta \}$, is $\Gamma$-graded groupoid by the cocycle
\[ c : (\mathcal{G}_\Gamma)_\varepsilon \rightarrow \Gamma, \]
\[ g_{\alpha,\beta} \mapsto c(g). \]

Recall that for a $\Gamma$-graded étale groupoid $\mathcal{G}$, the skew-product $\mathcal{G} \times \varepsilon \Gamma$ given in Definition 3.6 is $\Gamma$-graded with components $(\mathcal{G} \times \varepsilon \Gamma)_\gamma = \mathcal{G}_\gamma \times \Gamma$, $\gamma \in \Gamma$ (see [5, §3.3] and [30, Definition 1.4]).

**Lemma 3.11.** Let $\mathcal{G}$ be a $\Gamma$-graded groupoid. We have the following.
(1) If $\Gamma$ is a trivial group then $\mathcal{G}_\Gamma = \mathcal{G}$.
(2) The groupoid $\mathcal{G}_\Gamma$ is strongly $\Gamma$-graded.
(3) There is a $\Gamma$-graded isomorphism $\mathcal{G} \times \varepsilon \Gamma \cong (\mathcal{G}_\Gamma)_\varepsilon$.
(4) The groupoids $\mathcal{G}$ and $\mathcal{G}_\Gamma$ are graded Kakutani equivalent.

**Proof.** (1) This follows from the construction (3.6).

(2) A $\Gamma$-groupoid $\mathcal{G}$ is strongly graded if and only if $s(\mathcal{G}_\gamma) = \mathcal{G}^{(0)}$ for every $\gamma \in \Gamma$ (see [9, Lemma 2.3]). Let $x_{\alpha,\alpha} \in \mathcal{G}^{(0)}_{\Gamma}$, where $\alpha \in \Gamma$ and $x \in \mathcal{G}^{(0)}$. Then $x_{\alpha,\alpha} \in (\mathcal{G}_\Gamma)_{\gamma^{-1}}$, with $s(x_{\alpha,\alpha}) = x_{\alpha,\alpha}$. Thus $\mathcal{G}_\Gamma$ is strongly graded.

(3) Consider the map
\[ \phi : \mathcal{G} \times \varepsilon \Gamma \rightarrow (\mathcal{G}_\Gamma)_\varepsilon, \]
\[ (g, \gamma) \mapsto g_{c(g)\gamma,\gamma}. \]
It is easy to show that this map is a $\Gamma$-graded groupoid isomorphism.

(4) Note that if $Y$ is a full clopen subset of $\mathcal{G}^{(0)}$ if and only if $Y \subseteq \{ x_{\varepsilon,\varepsilon} \mid x \in Y \}$ is a full clopen subset in $\mathcal{G}_\Gamma$. The map
\[ \psi : \mathcal{G}|_Y \rightarrow (\mathcal{G}_\Gamma)|_{Y}, \]
\[ g \mapsto g_{c(g),\varepsilon}, \]
is a $\Gamma$-graded groupoid isomorphism. Now considering $Y = \mathcal{G}^{(0)}$ the claim follows. \qed

In [14, Theorem 2.12] it was shown that for a $\Gamma$-graded ring $A$, where $\Gamma$ is a finite group, $A$ is strongly graded if and only if $A_c$ and $A\#\Gamma$ are Morita equivalent. We have a similar statement in the groupoid setting, confirming skew-product groupoids are the right replacement for smash products.

**Theorem 3.12.** Let $\mathcal{G}$ be a $\Gamma$-graded étale groupoid. The following statements are equivalent:
(1) The groupoid $\mathcal{G}$ is strongly graded;

(2) $\mathcal{G}_r$ and $\mathcal{G} \times \Gamma$ are Kakatuni equivalent with respect to some full clopen subset $Y \subseteq \mathcal{G}_r(0)$ in $\mathcal{G}_r$ and $Y_\varepsilon = \{(y, \varepsilon) \mid y \in Y\}$ a full clopen subset of $\mathcal{G}(0) \times \Gamma$ in $\mathcal{G} \times \varepsilon \Gamma$.

Proof. (1)⇒(2): Suppose that $\mathcal{G}$ is strongly graded. We first claim that $Y_\varepsilon = \{(y, \varepsilon) \mid y \in Y\}$ is a full clopen subset of $\mathcal{G}(0) \times \Gamma$ in $\mathcal{G} \times \varepsilon \Gamma$, when $Y \subseteq \mathcal{G}_r(0)$ is clopen full in $\mathcal{G}_r$. Take any $(y, \gamma) \in \mathcal{G}(0) \times \Gamma$. For $y \in \mathcal{G}(0)$, there exists $g \in \mathcal{G}_r$, such that $r(g) = y$, since $\mathcal{G}$ is strongly graded. For $s(g) \in \mathcal{G}(0)$, there exists $g' \in \mathcal{G}_r$ such that $s(g') = s(g)$, since $Y \subseteq \mathcal{G}_r(0)$ is full in $\mathcal{G}_r$. Thus we have $(gg', \varepsilon) \in \mathcal{G} \times \varepsilon \Gamma$ such that $r(gg', \varepsilon) = (y, \gamma)$ and $s(gg', \varepsilon) = s(gg', \varepsilon) = (s(gg'), \varepsilon) \in Y_\varepsilon$. Since $\mathcal{G} \times \varepsilon \Gamma$ has product topology, $Y_\varepsilon$ is clopen in $\mathcal{G}(0) \times \Gamma$ when $Y$ is clopen in $\mathcal{G}_r(0)$. Thus we complete the proof of the claim. Observe that $(\mathcal{G}|_Y)_\varepsilon = \mathcal{G}_r|_Y$ and $(\mathcal{G}|_{\varepsilon \Gamma})_\varepsilon = (\mathcal{G}|_\varepsilon \Gamma)|_Y$. By (3.8) and (3.7) we have $(\mathcal{G}_r)_{\varepsilon \Gamma} \cong (\mathcal{G} \times \varepsilon \Gamma)|_Y$ as groupoids. The unit space $\mathcal{G}(0)$ is a full clopen subset for $\mathcal{G}_r$. Hence, (ii) holds.

(2)⇒(1): Suppose that (ii) holds. Then there exist $Y \subseteq \mathcal{G}_r(0)$ a full clopen in $\mathcal{G}_r$ and $Y_\varepsilon = \{(y, \varepsilon) \mid y \in Y\}$ a full clopen subset of $\mathcal{G}(0) \times \Gamma$ in $\mathcal{G} \times \varepsilon \Gamma$. We need to show that $r(\mathcal{G}_\gamma) = \mathcal{G}(0)$ for any $\gamma \in \Gamma$. Take any $\gamma \in \Gamma$ and any $u \in \mathcal{G}(0)$. There exists $(g, \eta) \in \mathcal{G} \times \varepsilon \Gamma$ such that $s(g, \eta) \in Y_\varepsilon$ and $r(g, \eta) = (u, \gamma)$. This implies $\eta = \varepsilon$ and $g \in \mathcal{G}_\gamma$. Thus we have $r(\mathcal{G}_\gamma) = \mathcal{G}(0)$ for any $\gamma \in \Gamma$. □

4. Steinberg algebras

In this section we briefly recall the construction of the Steinberg algebra associated to an ample groupoid. We will then tie together the concepts between graded groupoid theory and graded ring theory via Steinberg theory.

Let $\mathcal{G}$ be an ample topological groupoid. Suppose that $R$ is a commutative ring with unit. Consider $A_R(\mathcal{G}) := C_c(\mathcal{G}, R)$, the space of compactly supported continuous functions from $\mathcal{G}$ to $R$ with $R$ given the discrete topology. Then $A_R(\mathcal{G})$ is an $R$-algebra with addition defined point-wise and multiplication by

$$(f * g)(\gamma) = \sum_{\alpha \beta = \gamma} f(\alpha)g(\beta).$$

It is useful to note that

$$1_U * 1_V = 1_{UV}$$

for compact open bisections $U$ and $V$ (see [31, Proposition 4.5(3)]). With this structure, $A_R(\mathcal{G})$ is an algebra called the Steinberg algebra associated to $\mathcal{G}$. The algebra $A_R(\mathcal{G})$ can also be realised as the span of characteristic functions of the form $1_U$, where $U$ is a compact open bisection. By [12, Lemma 2.2] and [11, Lemma 3.5], every element $f \in A_R(\mathcal{G})$ can be expressed as

$$f = \sum_{U \in F} a_U 1_U,$$  \hspace{1cm} (4.1)

where $F$ is a finite set of mutually disjoint compact open bisections.

Recall from [13, Lemma 3.1] that if $\mathcal{G} = \bigsqcup_{\gamma \in \Gamma} \mathcal{G}_\gamma$ is a $\Gamma$-graded ample groupoid, then the Steinberg algebra $A_R(\mathcal{G})$ is a $\Gamma$-graded algebra with homogeneous components

$$A_R(\mathcal{G})_{\gamma} = \{f \in A_R(\mathcal{G}) \mid \text{supp}(f) \subseteq \mathcal{G}_\gamma\}.$$  

The set of all idempotent elements of $A_R(\mathcal{G}(0))$ is a set of local units for $A_R(\mathcal{G})$ (see [10, Lemma 2.6]). Here, $A_R(\mathcal{G}(0)) \subseteq A_R(\mathcal{G})$ is a subalgebra. Note that any ample groupoid admits the trivial cocycle from $\mathcal{G}$ to the trivial group $\{\varepsilon\}$, which gives rise to a trivial grading on $A_R(\mathcal{G})$.

Let $A$ be an $R$-algebra. A representation of $B^c(\mathcal{G})$ in $A$ is a family

$$\{t_U \mid U \in B^c(\mathcal{G})\} \subseteq A$$

satisfying

(R1) $t_0 = 0$;

(R2) $t_U t_V = t_U t_V$ for all $U, V \in B^c(\mathcal{G})$, and

(R3) $t_U + t_V = t_{U \cup V}$, whenever $U, V \in B^c(\mathcal{G})$ for some $\gamma \in \Gamma$, $U \cap V = \emptyset$ and $U \cup V \in B^c(\mathcal{G})$.

We have the following statement that $A_R(\mathcal{G})$ is a universal algebra (see [11, Theorem 3.10] and [12, Proposition 2.3]), which will be used throughout the paper.

Lemma 4.1. Let $\mathcal{G}$ be a $\Gamma$-graded ample groupoid. Then $\{1_U \mid U \in B^c(\mathcal{G})\} \subseteq A_R(\mathcal{G})$ is a representation of $B^c(\mathcal{G})$ which spans $A_R(\mathcal{G})$. Moreover, $A_R(\mathcal{G})$ is universal for representations of $B^c(\mathcal{G})$ in the sense that for every representation $\{t_U \mid U \in B^c(\mathcal{G})\}$ of $B^c(\mathcal{G})$ in an $R$-algebra $A$, there is a unique $R$-algebra homomorphism $\pi : A_R(\mathcal{G}) \rightarrow A$ such that $\pi(1_U) = t_U$, for all $U \in B^c(\mathcal{G})$.  


4.1. The Steinberg algebra of a semi-direct product groupoid. Let \( \mathcal{G} \) be a \( \Gamma \)-graded ample groupoid, graded by the cocycle \( c : \mathcal{G} \to \Gamma \), \( R \) a unital commutative ring and \( \mathcal{G} \times \Gamma \) the skew product groupoid (see Definition 3.6). By [5, Theorem 3.4] there is an isomorphism of \( \Gamma \)-graded algebras
\[
A_R(\mathcal{G} \times \Gamma) \longrightarrow A_R(\mathcal{G}) \#_\Gamma R,
\]
for \( \Gamma \)-graded ideals \( I_U \) of \( \mathcal{G} \times \Gamma \), where
\[
\sum_{\gamma \in \Gamma} 1_U \cdot \gamma = \sum_{\gamma \in \Gamma} \gamma \cdot 1_U.
\]
This will be used in the proof of Theorem 5.7 to calculate the graded homology of graph groupoids.

In this subsection we establish the dual of this statement. We show that the Steinberg algebra of the semi-direct product groupoid of an ample groupoid (Example 3.2) is graded isomorphic to the partial skew group ring of its Steinberg algebra (Proposition 4.2).

Recall from [23, \S3.1] the partial action \( \phi = (\phi_\gamma, X_\gamma, X)_{\gamma \in \Gamma} \) of a discrete group \( \Gamma \) on a locally compact Hausdorff topological space \( X \). In the case \( X \) is an algebra or a ring then the subsets \( X_\gamma \) should also be ideals and the maps \( \phi_\gamma \) should be isomorphisms of algebras. There is a \( \Gamma \)-graded groupoid
\[\mathcal{G}_X = \bigcup_{\gamma \in \Gamma} \gamma \times X_\gamma,\]
associated to a partial action \( (\phi_\gamma, X_\gamma, X)_{\gamma \in \Gamma} \), whose composition and inverse maps are given by \( (\gamma, x)(\gamma', y) = (\gamma\gamma', x) \) if \( y = \phi_{\gamma^{-1}}(x) \) and \( (\gamma, x)^{-1} = (\gamma^{-1}, \phi_{\gamma^{-1}}(x)) \).

The action \( \phi : \Gamma \curvearrowright \mathcal{G} \) is a partial action of \( \Gamma \) on \( \mathcal{G} \) such that \( \phi_\gamma \) is a bijection from \( \mathcal{G} \) to \( \mathcal{G} \). Thus the action \( \phi \) induces an action of \( \Gamma \) on \( A_R(\mathcal{G}) \), still denoted by \( \phi \), such that
\[\phi_\gamma(f) = f \circ \phi_{\gamma^{-1}}\]
for \( \gamma \in \Gamma \) and \( f \in A_R(\mathcal{G}) \) (see [23, \S3.1]).

For an action \( \phi : \Gamma \curvearrowright \mathcal{G} \) with \( \mathcal{G} = \mathcal{G}(0) \), observe that the semi-direct product coincides with the groupoid \( \mathcal{G}_X = \bigcup_{\gamma \in \Gamma} \gamma \times X \) with \( X = \mathcal{G}(0) \).

Let \( \phi = (\phi_\alpha, A_\alpha, A)_{\alpha \in \Gamma} \) be a partial action of the discrete group \( \Gamma \) on an algebra \( A \). The partial skew group ring \( A \rtimes_\phi \Gamma \) consists of all formal forms \( \sum_{\gamma \in \Gamma} a_\gamma \delta_\gamma \) (with finitely many \( a_\gamma \) nonzero), where \( a_\gamma \in A_\alpha \) and \( \delta_\gamma \) are symbols, with addition defined in the obvious way and multiplication being the linear extension of
\[(a_\alpha \delta_\alpha)(a_{\gamma\alpha} \delta_{\gamma\alpha}) = \phi_\alpha(a_{\gamma\alpha} a_\alpha \delta_{\gamma\alpha}).\]
Observe that \( A \rtimes_\phi \Gamma \) is always a \( \Gamma \)-graded ring with \( (A \rtimes_\phi \Gamma)_{\gamma} = A_\gamma \delta_\gamma \) for \( \gamma \in \Gamma \).

Recall from [23, Proposition 3.7] that the Steinberg algebra of \( \mathcal{G}_X \) is the partial skew group ring \( C_R(X) \rtimes_\phi \Gamma \). We show here that the Steinberg algebra of the semi-direct product \( \mathcal{G} \rtimes_\phi \Gamma \) is the partial skew group ring \( A_R(\mathcal{G}) \rtimes_\phi \Gamma \).

**Proposition 4.2.** Let \( \mathcal{G} \) be an ample groupoid and \( \phi : \Gamma \curvearrowright \mathcal{G} \) an action of a discrete group \( \Gamma \) on \( \mathcal{G} \) and \( R \) a commutative ring with unit. Then there is a \( \Gamma \)-graded \( R \)-algebra isomorphism
\[A_R(\mathcal{G} \rtimes_\phi \Gamma) \cong A_R(\mathcal{G}) \rtimes_\phi \Gamma.\]

**Proof.** We first define a representation \( \{U_U \mid U \in B^{\infty}_R(\mathcal{G} \rtimes_\phi \Gamma)\} \) in the algebra \( A_R(\mathcal{G}) \rtimes_\phi \Gamma \). For any graded compact open bisection \( U \subseteq B^{\infty}_R(\mathcal{G} \rtimes_\phi \Gamma) \) of \( \mathcal{G} \rtimes_\phi \Gamma \), we may write \( U = U \cap \mathcal{G} \times \{\alpha\} = U_\alpha \times \alpha \), where \( U_\alpha \subseteq \mathcal{G} \) is a compact open bisection of \( \mathcal{G} \). We define \( U_U = 1_U \delta_\alpha \). We show that these elements \( U_U \) satisfy (R1)–(R3). Certainly if \( U = \emptyset \), then \( U_U = 0 \), giving (R1). For (R2), take \( V \subseteq B^{\infty}_R(\mathcal{G} \rtimes_\phi \Gamma) \). Then
\[t_U t_V = 1_{U_U} \delta_\alpha \cdot 1_{V_V} \delta_\beta = 1_{U_U \circ \phi_\alpha(V_V)} \delta_\alpha \delta_\beta = 1_{U_U} \circ \phi_\alpha(V_V) \delta_\alpha \delta_\beta = 1_{U_\alpha \circ \phi_\alpha(V_V)} \delta_\alpha \delta_\beta = 1_{U_\alpha \circ \phi_\alpha(V_V)} \delta_\alpha \delta_\beta = \phi_\alpha(1_{U_\alpha \circ \phi_\alpha(V_V)}) \delta_\alpha \delta_\beta.
\]
Here, the second last equality holds since \( \phi_\alpha(1_{U_\alpha}) = 1_{\phi_\alpha(U_\alpha)} \) by (4.3). On the other hand, by the composition of the semi-direct product \( \mathcal{G} \rtimes_\phi \Gamma \), we have
\[UV = U_\alpha \times \{\alpha\} \cdot V_\beta \times \{\beta\} = U_\alpha \phi_\alpha(V_\beta) \times \{\alpha \beta\}.\]
Observe that \( U_\alpha \phi_\alpha(V_\beta) \) is compact since \( U_\alpha \) and \( \phi_\alpha(V_\beta) \) are compact. It follows that \( t_U t_V = 1_{U_\alpha \circ \phi_\alpha(V_V)} \delta_\alpha \delta_\beta \). Comparing with (4.4), we have \( t_U t_V = t_U t_V \). For (R3), suppose that \( U \) and \( V \) are disjoint elements of \( B^{\infty}_R(\mathcal{G} \rtimes_\phi \Gamma) \) for some \( \gamma \in \Gamma \) such that \( U \cap V \) is a bisection of \( \mathcal{G} \rtimes_\phi \Gamma \). Write them as \( U_\gamma \times \{\gamma\} \) and \( V_\gamma \times \{\gamma\} \), such that \( U_\gamma \) and \( V_\gamma \) are disjoint elements of \( \mathcal{G} \rtimes_\phi \Gamma \). We have \( t_U t_V = 1_{U_\gamma U_\gamma V_\gamma} \delta_\gamma = (1_{U_\gamma} + 1_{V_\gamma}) \delta_\gamma = t_U + t_V \).
By the universality of Steinberg algebras, we have an $R$-homomorphism,

$$\Phi : A_R(G \rtimes \Gamma) \to \bigoplus_{\gamma \in \Gamma} A_R(G) \rtimes \gamma \Gamma$$

such that $\Phi(1_{B \times (\alpha)}) = 1_{B \times \alpha}$ for each compact open bisection $B$ of $G$ and $\alpha \in \Gamma$. From the definition of $\Phi$, it is evident that $\Phi$ preserves the grading. Hence, $\Phi$ is a homomorphism of $\Gamma$-graded algebras.

It remains to show that $\Phi$ is an isomorphism. For injectivity, take $f \in A_R(G \rtimes \gamma \Gamma)$, with $\gamma \in \Gamma$ such that $\Phi(f) = 0$. We may write $f = \sum_{i=1}^n r_i 1_{U_i}$, with $U_i \in B^\infty_\gamma(G \rtimes \gamma \Gamma)$ such that $U_i$’s are mutually disjoint. Each $U_i = W_i \times \{\gamma\}$ with $W_i \subseteq G$ is a compact open bisection of $G$ and $W_i$’s are mutually disjoint. Then we have $\Phi(f) = \sum_{i=1}^n r_i 1_{W_i} \delta_{\gamma} = 0$, and thus $\sum_{i=1}^n r_i 1_{W_i} = 0$, implying that each $r_i$ is zero. Hence $f = 0$. For the surjectivity of $\Phi$, take $f' = \sum_{j=1}^m t_j 1_{W_j}$, with $t_j \in R$ and $W_j$ disjoint compact open bisections of $G$. We have $\Phi(\sum_{j=1}^m t_j 1_{W_j \times \{\gamma\}}) = f'$.

\[\square\]

### 4.2. Steinberg algebras of stable groupoids and graded matrix groupoids

Next we relate the notion of graded matrix rings (§2.2) with stable groupoids (§3.8) and graded matrix groupoids (§3.2) via Steinberg algebras.

**Proposition 4.3.** Let $\Gamma$ be a discrete group, $G$ a $\Gamma$-graded ample groupoid and $R$ a commutative ring with unit. We have $A_R(G_\Gamma) \cong \mathcal{M}_\Gamma(A_R(G)(\Gamma))$ as $\Gamma$-graded $R$-algebras.

**Proof.** We first define a representation $\{t_U \mid U \in B^\infty_\gamma(G_\Gamma)\}$ in the algebra $\mathcal{M}_\Gamma(A_R(G)(\Gamma))$. If $U$ is a $\gamma$-graded compact open bisection of $G_\Gamma$, then for $\alpha, \beta \in \Gamma$, the set $\{U \cap G_{\alpha \beta} \}$ is a compact open bisection, where $G_{\alpha \beta} = \{g_{\alpha \beta} \mid g \in G\}$. Since these are mutually disjoint and $U$ is compact, there are finitely many disjoint pairs $(\alpha, \beta)$ such that

$$U = \bigcup_{(\alpha, \beta) \in F \times \Gamma} U \cap G_{\alpha \beta}.$$ 

Each $U \cap G_{\alpha \beta}$ has the form $U_{\alpha \beta} = \{g_{\alpha \beta} \mid g \in U'_{\alpha \beta}\}$ for $U'_{\alpha \beta} \subseteq G$ a compact open subset. Observe that $U'_{\alpha \beta}$ is a bijection, since $U = \bigcup_{\beta \in \Gamma} U_{\alpha \beta}$ is a bisection. Take any $x_{\alpha \beta} \in U'_{\alpha \beta}$. We have $c(x_{\alpha \beta}) = \alpha^{-1}c(x\beta) = \gamma$, implying $c(x) = \alpha \gamma \beta^{-1}$ for all $x \in U'_{\alpha \beta}$. So each $U'_{\alpha \beta} \in B_\alpha^\infty \Gamma^{-1}(G)$, and $U = \bigcup_{(\alpha, \beta) \in \Gamma \times \Gamma} U_{\alpha \beta}$. Using this decomposition, we define

$$t_U = \sum_{(\alpha, \beta) \in \Gamma \times \Gamma} A_{\alpha \beta},$$

where $A_{\alpha \beta}$ is the matrix with $1_{U'_{\alpha \beta}}$ in the $(\alpha, \beta)$-th position and all the other entries zero. Observe that each $A_{\alpha \beta}$ is in $\mathcal{M}_\Gamma(A_R(G)(\Gamma))$.

Obviously, $t_U = 0$ and thus (R1) holds. For (R2), take $U, V \in B^\infty_\gamma(G_\Gamma)$. We assume that $U = \bigcup_{(\alpha, \beta) \in \Gamma \times \Gamma} U_{\alpha \beta}$ for finitely many distinct pairs $(\alpha, \beta) \in \Gamma \times \Gamma$ and $V = \bigcup_{(\mu, \nu) \in \Gamma \times \Gamma} V_{\mu \nu}$ finitely many distinct pairs $(\mu, \nu) \in \Gamma \times \Gamma$. On one hand, we have

$$t_U t_V = \sum_{(\alpha, \beta) \in \Gamma \times \Gamma} A_{\alpha \beta} A_{\mu \nu} = \sum_{(\alpha, \beta) \in \Gamma \times \Gamma} A_{\alpha \beta} A_{\mu \nu} = \sum_{(\alpha, \beta) \in \Gamma \times \Gamma} A_{\alpha \beta} A_{\mu \nu}.$$ 

On the other hand, we have

$$U V = \bigcup_{\alpha} U_{\alpha \beta} \bigcup_{(\mu, \nu)} V_{\mu \nu} = \bigcup_{(\alpha, \beta)} U_{\alpha \beta} V_{\mu \nu} = \bigcup_{(\alpha, \beta) \in \Gamma \times \Gamma} U_{\alpha \beta} V_{\mu \nu},$$

where the last equality follows from the multiplication of the groupoid $G_\Gamma$. If all the pairs $(\alpha, \nu)$ appearing in (4.7) are pairwise distinct, then by comparing (4.6) and (4.7) we obtain $t_U t_V = t_U t_V$, since $t_U t_V = 1_{U'_{\alpha \beta}} 1_{V'_{\mu \nu}}$ in $A_R(G)$. Assume that there are pairs $(\alpha_1, \beta_1) \neq (\alpha_2, \beta_2)$ and $(\mu_1, \nu_1) \neq (\mu_2, \nu_2)$ such that $(\alpha_1, \nu_1) = (\alpha_2, \nu_2)$. In this case, we have $\beta_1 = \mu_1$, $\beta_2 = \mu_2$, $\beta_1 \neq \beta_2$ and $\mu_1 \neq \mu_2$. Since the ranges of $U_{\alpha_1 \beta_1}$ and $U_{\alpha_2 \beta_2}$ are disjoint, so are the ranges of $U_{\alpha_1 \beta_1} V_{\mu_1 \nu_1}$ and $U_{\alpha_2 \beta_2} V_{\mu_2 \nu_2}$. Observe that the matrix $A_{\alpha_1 \beta_1} A_{\mu_1 \nu_1} + A_{\alpha_2 \beta_2} A_{\mu_2 \nu_2}$ has $1_{U_{\alpha_1 \beta_1} V_{\mu_1 \nu_1}} + 1_{U_{\alpha_2 \beta_2} V_{\mu_2 \nu_2}}$ in the $(\alpha_1, \nu_1)$-th position and all its other entries are zero. After combining pairs where $(\alpha_1, \nu_1) = (\alpha_2, \nu_2)$ in (4.7), we have $t_U t_V = t_U t_V$. For (R3), suppose that $U$ and $V$ are disjoint elements in $B^\infty_\gamma(G_\Gamma)$ with $\gamma \in \Gamma$ such that $U \cup V$ is a bisection. Write $U = \bigcup_{(\alpha, \beta) \in \Gamma \times \Gamma} U_{\alpha \beta}$ and $V = \bigcup_{(\mu, \nu) \in \Gamma \times \Gamma} V_{\mu \nu}$ as above. It follows that $U \cup V = \bigcup_{(\alpha, \beta) \in \Gamma \times \Gamma} U_{\alpha \beta} \cup V_{\mu \nu}$. Since $U \cup V$ is a bisection,
we have $U_{\alpha,\beta} \cap V_{\mu,\nu} = \emptyset$ if $(\alpha, \beta) = (\mu, \nu)$. In this case, $A_{\alpha,\beta} + A_{\mu,\nu}$ is the matrix with $1_{U_{\alpha,\beta} \cap V_{\mu,\nu}} = 1_{U_{\alpha,\beta}} + 1_{V_{\mu,\nu}}$ in the $(\alpha, \beta)$-th position. This shows that after combining pairs that $(\alpha, \beta) = (\mu, \nu)$, we have $t_{U,V} = t_U + t_V$.

By the universality of Steinberg algebra, there exists an $R$-algebra homomorphism $\phi : AR(\mathcal{G}) \to \mathbb{M}_\Gamma(AR(\mathcal{G}))(\Gamma)$ such that $\phi(1_U) = \sum_{(\alpha, \beta) \in \Gamma \times \Gamma} A_{\alpha, \beta}$ given in (4.5) for each $U \in B_\Gamma^\circ(\mathcal{G}_T)$. The homomorphism $\phi$ preserves the grading.

It remains to show that $\phi$ is an isomorphism. For the surjectivity of $\phi$, for any $\alpha, \beta \in \Gamma$, take a matrix $E_{\alpha, \beta} \in \mathbb{M}_\Gamma(AR(\mathcal{G}))(\Gamma)$ with $f' \in AR(\mathcal{G})$ in the $(\alpha, \beta)$-th position and all the other entries zero. It suffices to show that $E_{\alpha, \beta} \in \text{Im}\phi$. We can write $f' = \sum_{w \in F} r_w 1_{B_w}$ with $F$ a finite set, $r_w \in R$ and $B_w \in B^\circ_\Gamma(\mathcal{G})$. Let $X_w = \{g_{\alpha, \beta} \mid g \in B_w\}$ for each $w \in F$. Then $X_w$ is a graded compact open bisection of $\mathcal{G}_T$. Observe that
\[
\phi\left(\sum_{w \in F} r_w 1_{X_w}\right) = \sum_{w \in F} \phi(\rho_w 1_{X_w}) = E_{\alpha, \beta} \in \text{Im}\phi,
\]
giving the surjectivity of the map $\phi$.

To check the injectivity of $\phi$, suppose that $f'' \in AR(\mathcal{G}_T)$ such that $\phi(f'') = 0$. Recall from (4.1) that we can write $f'' = \sum_i r_i 1_{U_i}$ with $r_i \in R$ and $U_i \in B^\circ_\Gamma(\mathcal{G}_T)$ mutually disjoint graded compact open bisections. For any $\alpha, \beta \in \Gamma$, let $Y_i = U_i \cap \{g_{\alpha, \beta} \mid g \in \mathcal{G}\}$ for each $i$. There exists $Y' \subseteq \mathcal{G}$ such that $Y_i \cap Y'_i = \emptyset$ for $i \neq i'$; otherwise, $U_i \cap U_{i'} \neq \emptyset$. We write $\phi(f'') = E \in \mathbb{M}_\Gamma(AR(\mathcal{G}))(\Gamma)$. It follows that the entry of $E$ in the $(\alpha, \beta)$-th position is $\sum_i r_i 1_{Y_i} \in AR(\mathcal{G})$. Thus $\sum_i r_i 1_{Y_i} = 0$ in $AR(\mathcal{G})$. Since all the $Y_i$’s are disjoint, we obtain $r_i = 0$ for all $i$, implying $f'' = 0$ in $AR(\mathcal{G}_T)$. Hence, $\phi$ is injective.

**Proposition 4.4.** Let $\Gamma$ be a discrete group, $\mathcal{G}$ a $\Gamma$-graded ample groupoid and $R$ a commutative ring with unit. Suppose that $f : \mathcal{G}^{(0)} \to \mathbb{Z}$ with $\mathbb{Z}$ a discrete group is a constant function such that $f(x) = n$ with $n$ a positive integer for any $x \in \mathcal{G}^{(0)}$. Take $(\gamma_1, \gamma_2, \cdots, \gamma_{n+1}) \in \Gamma^{n+1}$. Let $\psi : \mathcal{G}_f^{(0)} \to \Gamma$ be the continuous map given by $\psi(x_{i}) = \gamma_{i+1}$ for $x \in \mathcal{G}^{(0)}$ and $0 \leq i \leq n$. Then
\[
AR(\mathcal{G}_f(\psi)) \cong \mathbb{M}_{n+1}(AR(\mathcal{G}))(\gamma_1, \gamma_2, \cdots, \gamma_{n+1}),
\]
as $\Gamma$-graded $R$-algebras.

**Proof.** We observe that $\mathcal{G}_f(\psi) \to \mathcal{G}_\Gamma, x_{ij} \mapsto x_{\gamma_{i+1}\gamma_{j+1}}$ is a $\Gamma$-graded isomorphism as groupoids. The proof now follows from Proposition 4.3. \hfill $\square$

If $\Gamma$ is a trivial group, we have the non-graded version of the above result.

**Corollary 4.5.** Let $\mathcal{G}$ be an ample groupoid and $R$ a commutative ring with unit. Suppose that $f : \mathcal{G}^{(0)} \to \mathbb{Z}$ with $\mathbb{Z}$ a discrete group is a constant function such that $f(x) = n$ with $n$ a positive integer for any $x \in \mathcal{G}^{(0)}$. Then $AR(\mathcal{G}_f) \cong \mathbb{M}_{n+1}(AR(\mathcal{G}))$.

4.3 Steinberg algebras and graded Morita context. Let $\mathcal{G}$ be a $\Gamma$-graded ample groupoid and $R$ a commutative ring with unit. Recall that the characteristic functions of compact open subsets of $\mathcal{G}^{(0)}$ are graded local units for the Steinberg algebra $AR(\mathcal{G})$.

We show that the graded $(\mathcal{G}, \mathcal{H})$-equivalence induces a graded Morita equivalence on the Steinberg algebra level. Let $\mathcal{G}$ and $\mathcal{H}$ be $\Gamma$-graded ample groupoids. Suppose that $Z$ is a $\Gamma$-graded $(\mathcal{G}, \mathcal{H})$-equivalence with linking groupoid $L$. Let $i$ denote the inclusion maps from $AR(\mathcal{G})$ and $AR(\mathcal{H})$ into $AR(L)$. Define
\[
M := \{f \in AR(L) \mid supp(f) \subseteq Z\} \quad \text{and} \quad N := \{f \in AR(L) \mid supp(f) \subseteq Z^{op}\}.
\]
Let $AR(\mathcal{G})$ and $AR(\mathcal{H})$ act on the left and right of $M$ and on the right and left of $N$ by $a \cdot f = i(a) \ast f$ and $f \cdot a = f \ast i(a)$. Then there are $\Gamma$-graded bimodule homomorphisms
\[
\psi : M \otimes_i(AR(\mathcal{H})) \to AR(\mathcal{G}) \quad \text{and} \quad \varphi : N \otimes_i(AR(\mathcal{G})) \to AR(\mathcal{H})
\]
determined by $i\psi(f \otimes g) = f \ast g$ and $i\varphi(g \otimes f) = g \ast f$.

We are in a position to relate the graded equivalence of groupoids to equivalence of their associated Steinberg algebras.

**Theorem 4.6.** Let $\mathcal{G}$ and $\mathcal{H}$ be $\Gamma$-graded ample groupoids. Suppose that $Z$ is a $\Gamma$-graded $(\mathcal{G}, \mathcal{H})$-equivalence with $\Gamma$-graded linking groupoid $L$. The tuple $(AR(\mathcal{G}), AR(\mathcal{H}), M, N, \psi, \varphi)$ is a surjective graded Morita context, and so $AR(\mathcal{G})$ and $AR(\mathcal{H})$ are graded Morita equivalent as $\Gamma$-graded rings.

**Proof.** We refer to [13, Theorem 5.1] for the proof that $(AR(\mathcal{G}), AR(\mathcal{H}), M, N, \psi, \varphi)$ is a surjective Morita context. It is evident that the tuple $(AR(\mathcal{G}), AR(\mathcal{H}), M, N, \psi, \varphi)$ is graded surjective Morita context. By [20, Theorem 2.6], $AR(\mathcal{G})$ and $AR(\mathcal{H})$ are graded Morita equivalent as $\Gamma$-graded rings. \hfill $\square$
5. Graded homology of étale groupoids

In this section, we introduce graded homology groups for a graded étale groupoid \( \mathcal{G} \) and prove that when the groupoid is strongly graded and ample, its graded homology groups are isomorphic to the homology groups for the \( \varepsilon \)-th component \( \mathcal{G}_\varepsilon \) (Theorem 5.4). We then establish a short exact sequence

\[
H^0_{\text{Gr}}(\mathcal{G}) \longrightarrow H^0_{\text{Gr}}(\mathcal{G}) \longrightarrow H_0(\mathcal{G}) \longrightarrow 0,
\]

for a graded ample groupoid \( \mathcal{G} \) (Theorem 5.7). This is in line with the van den Bergh exact sequence for graded \( K \)-theory of a \( \mathbb{Z} \)-graded regular Noetherian ring \( R \) ([22, §6.4]).

\[
\longrightarrow K^0_{\text{Gr}}(R) \longrightarrow K^0_{\text{Gr}}(R) \longrightarrow K^0(R) \longrightarrow K^0_{n-1}(R) \longrightarrow \cdots,
\]

and suggests that we might have a long exact sequence

\[
\longrightarrow H^n_{\text{Gr}}(\mathcal{G}) \longrightarrow H^n_{\text{Gr}}(\mathcal{G}) \longrightarrow H_n(\mathcal{G}) \longrightarrow H^n_{n-1}(\mathcal{G}) \longrightarrow \cdots.
\]

In Section 6 we show that for the graph groupoid \( \mathcal{G}_E \) associated to an arbitrary graph \( E \), we have \( H^0_{\text{Gr}}(\mathcal{G}_E) \cong K^0_{\text{Gr}}(L_R(E)) \), where \( L_R(E) \) is the Leavitt path algebra with the coefficient field \( R \).

For the following theorem, recall that an idempotent \( e \) in a ring \( A \) is called full if \( AeA = A \).

**Theorem 5.1.** Let \( R \) be a commutative ring with unit and let \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) be \( \Gamma \)-graded ample groupoids. If \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) are \( \Gamma \)-graded Kakutani equivalent, then the categories \( \text{Gr-}R\mathcal{G}_1 \) and \( \text{Gr-}R\mathcal{G}_2 \) are graded equivalent.

**Proof.** There are full clopen subsets \( Y_i \subseteq \mathcal{G}_i^{(0)} \), for \( i = 1, 2 \), such that \( \mathcal{G}_1|_{Y_1} \) is graded isomorphic to \( \mathcal{G}_2|_{Y_2} \). By [9, Proposition 3.3] the categories \( \text{Gr-}R\mathcal{G}_1 \) and \( \text{Gr-}R(\mathcal{G}) \) are equivalent. Since \( 1_{Y_i} \) are homogeneous full idempotent of \( A_R(\mathcal{G}_i) \), and \( 1_{Y_i}A_R(\mathcal{G}_i)1_{Y_i} \cong A_R(\mathcal{G}_i|_{Y_i}) \), we have

\[
\text{Gr-}R\mathcal{G}_1 \cong \text{Gr-}R(\mathcal{G}_1|_{Y_1}) \cong \text{Gr-}R_1Y_1A_R(\mathcal{G}_1)1_{Y_1} \cong \text{Gr-}R(\mathcal{G}_1|_{Y_1})
\cong \text{Gr-}R(\mathcal{G}_2|_{Y_2}) \cong \text{Gr-}R_1Y_2A_R(\mathcal{G}_2)1_{Y_2} \cong \text{Gr-}R(\mathcal{G}_2) \cong \text{Gr-}R\mathcal{G}_2. \]

One can provide an alternative proof for Theorem 5.1 as follows. There are full clopen subsets \( Y_i \subseteq \mathcal{G}_i^{(0)} \), for \( i = 1, 2 \), such that \( \mathcal{G}_1|_{Y_1} \) is graded isomorphic to \( \mathcal{G}_2|_{Y_2} \). By [13, Lemma 6.1] \( s^{-1}(Y_1) \) is a \( \Gamma \)-graded (\( \mathcal{G}_1, |_{Y_1} \))-equivalence. Similarly \( r^{-1}(Y_2) \) is a \( \Gamma \)-graded (\( \mathcal{G}_2, |_{Y_2} \))-equivalence. Graded groupoid equivalence is an equivalence relation. It follows that \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) are graded groupoid equivalent. By Theorem 4.6 and [20, Theorem 2.6] we have the category equivalence \( \text{Gr-}A_R(\mathcal{G}_1) \cong \text{Gr-}A_R(\mathcal{G}_2) \). Recall from [9, Proposition 3.3] that the categories \( \text{Gr-}R\mathcal{G}_1 \) and \( \text{Gr-}A_R(\mathcal{G}) \) are equivalent. Thus \( \text{Gr-}R\mathcal{G}_1 \cong \text{Gr-}R(\mathcal{G}_1) \cong \text{Gr-}A_R(\mathcal{G}_2) \cong \text{Gr-}R\mathcal{G}_2 \).

Since \( \mathcal{G} \) and \( \mathcal{G}_\Gamma \) are graded Kakutani and the latter groupoid is strongly graded (Lemma 3.11), combining Theorem 5.1 and [9, Theorem 3.10], we obtain

\[
\text{Gr-}R\mathcal{G} \cong \text{Gr-}A\mathcal{G}_\Gamma \cong \text{Mod-}R(\mathcal{G}_\Gamma) \cong \text{Mod-}R\mathcal{G} \times_\Gamma. \tag{5.1}
\]

The equivalence (5.1) justifies the use of \( \mathcal{G} \times_\Gamma \Gamma \) in order to define the graded version of homology of the \( \Gamma \)-graded groupoid \( \mathcal{G} \).

5.1. Graded homology groups for étale groupoids. Let \( X \) be a locally compact Hausdorff space and \( R \) a topological abelian group. Let \( \Gamma \) be a discrete group acting from right continuously on \( X \), i.e., there is a group homomorphism \( \Gamma \rightarrow \text{Home}(X)^{op} \), where \( \text{Home}(X) \) consists of homeomorphisms from \( X \) to \( X \) with the multiplication given by the composition of maps and \( \text{Home}(X)^{op} \) is the opposite group of \( \text{Home}(X) \). Denote by \( C_c(X, R) \) the set of \( R \)-valued continuous functions with compact support. With point-wise addition, \( C_c(X, R) \) is an abelian group. For \( \gamma \in \Gamma \) and \( f \in C_c(X, R) \), defining \( \gamma f(x) := f(x\gamma) \), makes \( C_c(X, R) \) a left \( \Gamma \)-module.

Let \( \pi : X \rightarrow Y \) be a local homeomorphism between locally compact Hausdorff spaces which respect the right \( \Gamma \)-action, namely \( \pi(x\gamma) = \pi(x)\gamma \). For \( f \in C_c(X, R) \), define the map \( \pi_*(f) : Y \rightarrow R \) by

\[
\pi_*(f)(y) = \sum_{\pi(x) = y} f(x). \tag{5.2}
\]

One can check that \( \pi_* \) satisfies \( \gamma \pi_*(f) = \pi_* (\gamma f) \) for \( f \in C_c(X, R) \). Thus \( \pi_* \) is a \( \Gamma \)-homomorphism from \( C_c(X, R) \) to \( C_c(Y, R) \) which makes \( C_c(\_ \Gamma) \) a functor from the category of right \( \Gamma \)-locally compact Hausdorff spaces with \( \Gamma \)-local homeomorphisms to the category of left \( \Gamma \)-modules.

For a groupoid \( \mathcal{G} \), we denote by \( \text{Aut}(\mathcal{G}) \) the group of homeomorphisms between \( \mathcal{G} \) which respect the composition of \( \mathcal{G} \). We say that a discrete group \( \Gamma \) continuously acts on \( \mathcal{G} \) from right side if \( \alpha : \Gamma \rightarrow \text{Aut}(\mathcal{G})^{op} \) is a group homomorphism with \( \text{Aut}(\mathcal{G})^{op} \) the opposite group of \( \text{Aut}(\mathcal{G}) \).
Let $\mathcal{G}$ be an étale groupoid and $\Gamma$ a discrete group acting continuously on $\mathcal{G}$ from right side. For $n \in \mathbb{N}$, we write $\mathcal{G}^{(n)}$ for the space of composable strings of $n$ elements in $\mathcal{G}$, that is,

$$\mathcal{G}^{(n)} = \{(g_1, g_2, \ldots, g_n) \in \mathcal{G} \times \mathcal{G} \times \cdots \times \mathcal{G} \mid s(g_i) = r(g_{i+1}) \text{ for all } i = 1, 2, \ldots, n-1\}.$$ 

For $i = 0, 1, \ldots, n$, with $n \geq 2$ we let $d_i : \mathcal{G}^{(n)} \to \mathcal{G}^{(n-1)}$ be a map defined by

$$d_i(g_1, g_2, \ldots, g_n) = \begin{cases} (g_2, g_3, \ldots, g_n) & i = 0 \\ (g_1, g_2, g_{i+1}, \ldots, g_n) & 1 \leq i \leq n-1 \\ (g_1, g_2, \ldots, g_{n-1}) & i = n. \end{cases}$$

When $n = 1$, we let $d_0, d_1 : \mathcal{G}^{(1)} \to \mathcal{G}^{(0)}$ be the source map and the range map, respectively. Clearly the maps $d_i$ are local homeomorphisms which respects the right $\Gamma$-actions.

Define the $\Gamma$-homomorphisms $\partial_n : C_c(\mathcal{G}^{(n)}), R) \to C_c(\mathcal{G}^{(n-1)}, R)$ by

$$\partial_1 = s_* - r_* \text{ and } \partial_n = \sum_{i=0}^{n} (-1)^i d_{i*},$$

where the definitions for $s_*, r_*$ and $d_{i*}$ are given by (5.2). One can check that the sequence

$$0 \leftarrow \partial_1 C_c(\mathcal{G}^{(0)}, R) \leftarrow \partial_1 C_c(\mathcal{G}^{(1)}, R) \leftarrow \partial_2 C_c(\mathcal{G}^{(2)}, R) \leftarrow \partial_3 \cdots$$

is a chain complex of left $\Gamma$-modules.

The following definition comes from [15, 26] with an added structure of a group acting on the given groupoid from right.

**Definition 5.2.** (Homology groups of a groupoid $\mathcal{G}$) Let $\mathcal{G}$ be an étale groupoid and $\Gamma$ a discrete group acting continuously from right on $\mathcal{G}$. Define the homology groups of $\mathcal{G}$ with coefficients $R$, $H_n(\mathcal{G}, R)$, $n \geq 0$, to be the homology groups of the Moore complex (5.4), i.e., $H_n(\mathcal{G}, R) = \ker \partial_n/\operatorname{Im} \partial_{n+1}$, which are left $\Gamma$-modules. When $R = \mathbb{Z}$, we simply write $H_n(\mathcal{G}) = H_n(\mathcal{G}, \mathbb{Z})$. In addition, we define

$$H_0(\mathcal{G})^+ = \{[f] \in H_0(\mathcal{G}) \mid f(x) \geq 0 \text{ for all } x \in \mathcal{G}^{(0)}\},$$

where $[f]$ denotes the equivalence class of $f \in C_c(\mathcal{G}^{(0)}, \mathbb{Z})$.

We are in a position to define a graded homology theory for a graded groupoid. Recall the notion of the skew product of a graded groupoid from Definition 3.6.

**Definition 5.3.** (Graded homology groups of a groupoid $\mathcal{G}$) Let $\mathcal{G}$ be a $\Gamma$-graded étale groupoid. Then the skew product $\mathcal{G} \times_\varepsilon \Gamma$ is an étale groupoid with a right $\Gamma$-action $(g, \alpha)\gamma = (g, \alpha\gamma)$. We define the graded homology groups of $\mathcal{G}$ as

$$H_n(\mathcal{G}^g, R) := H_n(\mathcal{G} \times_\varepsilon \Gamma, R), n \geq 0.$$ 

When $R = \mathbb{Z}$, we simply write $H_n(\mathcal{G}^{g}) = H_n(\mathcal{G}, \mathbb{Z})$. In addition, we define

$$H_0(\mathcal{G}^{g})^+ = H_0(\mathcal{G} \times_\varepsilon \Gamma)^+.$$ 

Note that $H_n(\mathcal{G}^g, R)$ is a left $\Gamma$-module.

For a strongly $\Gamma$-graded ample groupoid $\mathcal{G}$, we prove that the graded homology $H_n(\mathcal{G}^g)$ of $\mathcal{G}$ is isomorphic to the homology $H_n(\mathcal{G}_\varepsilon)$ for the groupoid $\mathcal{G}_\varepsilon$, where $\varepsilon$ is the identity for the group $\Gamma$.

Recall that a space is $\sigma$-compact if it has a countable cover by compact sets.

**Theorem 5.4.** Let $\mathcal{G}$ be a strongly $\Gamma$-graded ample groupoid such that $\mathcal{G}^{(0)}$ is $\sigma$-compact. Then $H_n(\mathcal{G}^g) \cong H_n(\mathcal{G}_\varepsilon)$ for each $n \geq 0$, where $\varepsilon$ is the identity of the group $\Gamma$.

**Proof.** By Theorem 3.12, $\mathcal{G}_\varepsilon$ and $\mathcal{G} \times_\varepsilon \Gamma$ are Kakutani equivalent with respect to some full clopen subset of $\mathcal{G}^{(0)}$ in $\mathcal{G}_\varepsilon$ and $Y_\varepsilon = \{(y, \varepsilon) \mid y \in Y\}$ a full clopen subset of $\mathcal{G}^{(0)} \times \Gamma$ in $\mathcal{G} \times_\varepsilon \Gamma$. Since $\mathcal{G}$ is ample, $\mathcal{G}_\varepsilon$ and $\mathcal{G} \times_\varepsilon \Gamma$ are ample groupoids. By [26, Theorem 3.6(2)] and [26, Proposition 3.5(2)], we have $H_n(\mathcal{G}_\varepsilon) \cong H_n(\mathcal{G}_\varepsilon | Y_\varepsilon)$ and $H_n(\mathcal{G} \times_\varepsilon \Gamma) \cong H_n((\mathcal{G} \times_\varepsilon \Gamma)|Y_\varepsilon)$ for each $n \geq 0$. Since $\mathcal{G}_\varepsilon | Y_\varepsilon \cong (\mathcal{G} \times_\varepsilon \Gamma)|Y_\varepsilon$ as groupoids, it follows that $\mathcal{G}_\varepsilon | Y_\varepsilon \cong \mathcal{G} \times_\varepsilon \Gamma$ as groupoids, hence the map $\mathcal{G} \times_\varepsilon \Gamma \cong (\mathcal{G} \times_\varepsilon \Gamma)|Y_\varepsilon$ is an isomorphism. Thus, as groupoids,

$$H_n(\mathcal{G}_\varepsilon | Y_\varepsilon) \cong H_n((\mathcal{G} \times_\varepsilon \Gamma)|Y_\varepsilon) \cong H_n(\mathcal{G} \times_\varepsilon \Gamma) \cong H_n(\mathcal{G} \times_\varepsilon \Gamma) | Y_\varepsilon) \cong H_n(\mathcal{G} \times_\varepsilon \Gamma)_\varepsilon$$

for each $n \geq 0$. 

Next we determine the image of the map $\partial_1$ in the Moore complex (5.4). Here we consider the coefficients of the homology in the ring $R$, with discrete topology. Recall also from (3.1) that the $B^{co}_\ast(\mathcal{G})$ is the collection of all graded compact open bisections of $\mathcal{G}$. 


Lemma 5.5. Let $\mathcal{G}$ be a $\Gamma$-graded ample groupoid. We have
\[
\text{Im} \partial_i = R \text{span}\{1_{s(U)} - 1_{r(U)} \mid U \in B^*_c(\mathcal{G})\}
\]
as an abelian subgroup of $C_c(\mathcal{G}^{(0)}, R)$.

Proof. Since $\mathcal{G}$ is an ample groupoid, by Lemma 4.1 it suffices to show that $\partial_i(1_U) = 1_{s(U)} - 1_{r(U)}$, for each $U \in B^*_c(\mathcal{G})$. For each $x \in \mathcal{G}^{(0)}$, we have
\[
\partial_i(1_U)(x) = \sum_{\{g \in U \mid s(g) = x\}} 1_U(g) - \sum_{\{g \in U \mid r(g) = x\}} 1_U(g)
\]
\[
= \sum_{\{g \in U \mid s(g) = x\}} 1_U(g) - \sum_{\{g \in U \mid r(g) = x\}} 1_U(g^{-1})
\]
\[
= 1_{U^{-1}}U(x) - 1_{U^{-1}}U(1)
\]
\[
= (1_{s(U)} - 1_{r(U)})(x).
\]

\[
\square
\]

In the next section we will consider the homology groups of graph groupoids which have a natural $\mathbb{Z}$-graded structure. For the remaining of this section, we will work with $\mathbb{Z}$-graded groupoids. For a $\mathbb{Z}$-graded ample groupoid, we establish an exact sequence relating the graded zeroth homology group to the non-graded version (Theorem 5.7). In order to achieve this, we will use the calculus of smash products on the level of Steinberg algebras first studied in [5] (see also §4.1).

The following fact is needed in the proof of Theorem 5.7 and we record it here.

Lemma 5.6. Let $G$ be an abelian group. Then the following sequence of abelian groups is exact
\[
\bigoplus_{\mathbb{Z}} G \xrightarrow{\Lambda} \bigoplus_{\mathbb{Z}} G \xrightarrow{\Sigma} G \longrightarrow 0,
\]
where $\Lambda(\{x_i\}_{i \in \mathbb{Z}}) = \{x_{i-1}\}_{i \in \mathbb{Z}} - \{x_i\}_{i \in \mathbb{Z}}$ and $\Sigma(\{x_i\}_{i \in \mathbb{Z}}) = \sum x_i$ for any $\{x_i\}_{i \in \mathbb{Z}}$ in $\bigoplus_{\mathbb{Z}} G$.

Proof. Obviously, $\Sigma$ is surjective and $\Sigma \circ \Lambda = 0$. It suffices to show that $\text{Ker } \Sigma \subseteq \text{Im } \Lambda$. Take $\{x_i\}_{i \in \mathbb{Z}} \in \text{Ker } \Sigma$. Denote by $j$ the minimal integer $i$ such that $x_i$ is nonzero. Denote by $k$ the maximal integer $i$ such that $x_i$ is nonzero. We have $\sum_{i=j}^k x_i = 0$, since $\{x_i\}_{i \in \mathbb{Z}} \in \text{Ker } \Sigma$. Let $\{y_i\}_{i \in \mathbb{Z}}$ be given by
\[
y_i = \begin{cases} -\sum_{l=j}^i x_l, & \text{if } j \leq i; \\ 0, & \text{otherwise.} \end{cases}
\]
Observe that if $i > k$, we have $y_i = -\sum_{l=j}^i x_l = -\sum_{l=j}^k x_l - \sum_{l=k+1}^i x_l = 0$. Thus we have $\{y_i\}_{i \in \mathbb{Z}} \in \bigoplus_{\mathbb{Z}} G$. By the definition of $\Lambda$, we have $\Lambda(\{y_i\}_{i \in \mathbb{Z}}) = \{x_i\}_{i \in \mathbb{Z}}$, implying $\text{Ker } \Sigma \subseteq \text{Im } \Lambda$.

We are in a position to prove the main theorem of this section.

Theorem 5.7. Let $\mathcal{G}$ be a $\mathbb{Z}$-graded ample groupoid. Then we have an exact sequence,
\[
H^*_c(\mathcal{G}) \xrightarrow{\bar{\Lambda}} H^*_c(\mathcal{G}) \xrightarrow{\bar{\Sigma}} H_0(\mathcal{G}) \longrightarrow 0.
\]

Proof. Specialising the calculus of smash products to the case of $\mathbb{Z}$-graded groupoids, by (4.2) there is an isomorphism of $\mathbb{Z}$-graded algebras $A_R(\mathcal{G} \times_c Z) \cong A_R(\mathcal{G})\# \mathbb{Z}$ which on the level of unit spaces gives rise to
\[
C_c((\mathcal{G} \times_c Z)^{(0)}, \mathbb{Z}) \cong C_c(\mathcal{G}^{(0)}, \mathbb{Z})\# \mathbb{Z}.
\]
Observe that the multiplication in $C_c(\mathcal{G}^{(0)}, \mathbb{Z})\# \mathbb{Z}$ is given by $(f p_n)(g p_m) = \delta_{n,m} (fg) p_n$, for $f, g \in C_c(\mathcal{G}^{(0)}, \mathbb{Z})$ and $n, m \in \mathbb{Z}$ (see (2.1)). It follows that
\[
\sigma : C_c((\mathcal{G} \times_c Z)^{(0)}, \mathbb{Z}) \xrightarrow{\sim} C_c(\mathcal{G}^{(0)}, \mathbb{Z})\# \mathbb{Z} \xrightarrow{\sim} \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}^{(0)}, \mathbb{Z})
\]
is an isomorphism of rings, sending $1_U, U = \bigcup_{i \leq 1} U_i \times \{n_i\}$ satisfying $n_i \neq n_j$ for $i \neq j$, to $\{f_k\}_{k \in \mathbb{Z}}$, where $f_{n_i} = 1_U$ and $f_k = 0$ for all other $k$’s. Thus for any $f \in C_c((\mathcal{G} \times_c Z)^{(0)}, \mathbb{Z})$ there is a unique element $\{f_i\}_{i \in \mathbb{Z}}$ in $\bigoplus_{\mathbb{Z}} C_c(\mathcal{G}^{(0)}, \mathbb{Z})$ corresponding to $f$. Note that there are only finitely many $i \in \mathbb{Z}$ such that $f_i$ are nonzero.

Setting $G = C_c(\mathcal{G}^{(0)}, \mathbb{Z})$, by Lemma 5.6, we have the following exact sequence,
\[
\bigoplus_{\mathbb{Z}} C_c(\mathcal{G}^{(0)}, \mathbb{Z}) \xrightarrow{\Lambda} \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}^{(0)}, \mathbb{Z}) \xrightarrow{\Sigma} C_c(\mathcal{G}^{(0)}, \mathbb{Z}) \longrightarrow 0.
\]

We observe that $\Lambda : \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}^{(0)}, \mathbb{Z}) \xrightarrow{\Sigma} \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}^{(0)}, \mathbb{Z})$ satisfies
\[
\Lambda \sigma(\text{Im } \partial_i) \subseteq \sigma(\text{Im } \partial_i),
\]
with $\partial_i$ the restriction of $\partial$ to $\mathcal{G}^{(0)}$. Then by Theorem 5.7, $\partial_i$ is an isomorphism of rings, and the kernel of $\partial_i$ is a direct summand of $\mathcal{G}^{(0)}$. Therefore, $\mathcal{G}$ is an ample groupoid, and we have
\[
\text{Im } \partial_i = R \text{span}\{1_{s(U)} - 1_{r(U)} \mid U \in B^*_c(\mathcal{G})\}
\]
as an abelian subgroup of $C_c(\mathcal{G}^{(0)}, R)$.

\[
\square
\]
where \( \partial_i : C_c(\mathcal{G} \times_e \mathbb{Z})^{(i)} \to C_c(\mathcal{G} \times_e \mathbb{Z})^{(i)} \) is given by (5.3) for the groupoid \( \mathcal{G} \times_e \mathbb{Z} \). By Lemma 5.5, we only need to show that \( \Lambda(\sigma_1(U) - 1_{r(U)}) \) is \( \in \text{Im} \partial_1 \), for \( U \in B_n^{c,v}(\mathcal{G} \times_e \mathbb{Z}) \) with \( n \in \mathbb{Z} \). By (3.3), we write \( U = \bigsqcup_{i=1}^{n} U_i \times \{n_i\} \) with \( n_i \neq n_j \) for \( i \neq j \). Then we have

\[
\Lambda \sigma_{1}(s(U) - 1_{r(U)}) = \Lambda \sigma_{1}(\bigsqcup_{i=1}^{n} s(U_i) \times \{n_i\} - 1_{\bigsqcup_{i=1}^{n} r(U_i) \times \{n + n_i\}}) \\
= \sigma(\bigsqcup_{i=1}^{n} s(U_i) \times \{n_i\} - 1_{\bigsqcup_{i=1}^{n} r(U_i) \times \{n + n_i\}}) = \sigma(1_{s(U)} - 1_{r(U)}) - \sigma(1_{s(U)} - 1_{r(U)}) \in \sigma \text{Im} \partial_1,
\]

where \( U' = \bigsqcup_{i=1}^{n} U_i \times \{n_i + 1\} \). We have

\[
\Sigma \sigma(\text{Im} \partial_1) \subseteq \text{Im} \partial_1',
\]

and \( \partial_1' : C_c(\mathcal{G}^{(1)}, \mathbb{Z}) \to C_c(\mathcal{G}^{(0)}, \mathbb{Z}) \) is given by (5.3) for the groupoid \( \mathcal{G} \). Observe that (5.7) follows from the following equalities for \( U = \bigsqcup_{i=1}^{n} U_i \times \{n_i\} \in B_n^{c,v}(\mathcal{G} \times_e \mathbb{Z}) \)

\[
\Sigma \sigma(1_{s(U)} - 1_{r(U)}) = \Sigma \sigma_{1}(\bigsqcup_{i=1}^{n} s(U_i) \times \{n_i\} - 1_{\bigsqcup_{i=1}^{n} r(U_i) \times \{n + n_i\}}) \\
= \sum_{i=1}^{n} (1_{s(U_i)} - 1_{r(U_i)}) \in \text{Im} \partial_1'.
\]

The statement that the following sequence of abelian groups is exact

\[
\bigoplus_{\mathbb{Z}} C_c(\mathcal{G}, \mathbb{Z})/\sigma(\text{Im} \partial_1) \xrightarrow{\Lambda} \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}, \mathbb{Z})/\sigma(\text{Im} \partial_1) \xrightarrow{\Sigma} C_c(\mathcal{G}, \mathbb{Z})/\text{Im} \partial_1' \xrightarrow{\Sigma} 0
\]

follows from (5.5), (5.6), (5.7) and the fact that \( \Sigma : \sigma(\text{Im} \partial_1) \to \text{Im} \partial_1' \) is surjective.

Recall that \( H^0_{\mathcal{G}}(\mathcal{G}) = C_c((\mathcal{G} \times_e \mathbb{Z})^{(0)}, \mathbb{Z})/\text{Im} \partial_1 \) and \( H_0(\mathcal{G}) = C_c(\mathcal{G}^{(0)}, \mathbb{Z})/\text{Im} \partial_1' \). Let \( \tilde{\Lambda} : H^0_{\mathcal{G}}(\mathcal{G}) \to H^0_{\mathcal{G}}(\mathcal{G}) \) be the composition

\[
H^0_{\mathcal{G}}(\mathcal{G}) \xrightarrow{\Sigma} \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}, \mathbb{Z})/\sigma(\text{Im} \partial_1) \xrightarrow{\Lambda} \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}, \mathbb{Z})/\sigma(\text{Im} \partial_1) \xrightarrow{\sigma^{-1}} H^0_{\mathcal{G}}(\mathcal{G})
\]

and \( \tilde{\Sigma} : H^0_{\mathcal{G}}(\mathcal{G}) \to H_0(\mathcal{G}) \) be the composition

\[
H^0_{\mathcal{G}}(\mathcal{G}) \xrightarrow{\Sigma} \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}, \mathbb{Z})/\sigma(\text{Im} \partial_1) \xrightarrow{\Sigma} C_c(\mathcal{G}, \mathbb{Z})/\text{Im} \partial_1'.
\]

The theorem now follows from the following commutative diagram whose second row is an exact sequence.

\[
\begin{array}{cccccc}
H^0_{\mathcal{G}}(\mathcal{G}) & \xrightarrow{\tilde{\Lambda}} & H^0_{\mathcal{G}}(\mathcal{G}) & \xrightarrow{\tilde{\Sigma}} & H_0(\mathcal{G}) & \xrightarrow{\text{id}} 0 \\
\downarrow{\sigma} & & & & & \\
\bigoplus_{\mathbb{Z}} C_c(\mathcal{G}, \mathbb{Z})/\sigma(\text{Im} \partial_1) & \xrightarrow{\Lambda} & \bigoplus_{\mathbb{Z}} C_c(\mathcal{G}, \mathbb{Z})/\sigma(\text{Im} \partial_1) & \xrightarrow{\Sigma} & C_c(\mathcal{G}, \mathbb{Z})/\text{Im} \partial_1' & \xrightarrow{\text{id}} 0.
\end{array}
\]

\[\square\]

6. Graded homology and graded Grothendieck group of path algebras

In this section, we first recall the concept of Leavitt path algebra of a graph \( E \) and a basis for a Leavitt path algebra. We prove that a quotient of the diagonal of the Leavitt path algebra for the covering graph of \( E \) is isomorphic to the graded Grothendieck group of the Leavitt path algebra \( L_R(E) \) over a field \( R \). This will be used to show that the for the graph groupoid \( \mathcal{G}_E \) associated to an arbitrary graph \( E \), we have \( H^0_{\mathcal{G}_E}(\mathbb{G}_E) = K^0_{c,v}(L_R(E)) \).

We briefly recall the definition of a Leavitt path algebra and establish notation. For a comprehensive study of these algebras refer to [1].

A directed graph \( E \) is a tuple \( (E^0, E^1, r, s) \), where \( E^0 \) and \( E^1 \) are sets and \( r, s \) are maps from \( E^1 \) to \( E^0 \). We think of each \( e \in E^1 \) as an edge pointing from \( s(e) \) to \( r(e) \). We use the convention that a \( (\text{finite}) \) path \( p \in E^1 \) is a sequence \( p = \alpha_1 \alpha_2 \cdots \alpha_n \) of edges \( \alpha_i \) in \( E \) such that \( r(\alpha_i) = s(\alpha_{i+1}) \) for \( 1 \leq i \leq n - 1 \). We define \( s(p) = s(\alpha_1) \), and \( r(p) = r(\alpha_n) \).

A directed graph \( E \) is said to be \( \text{row-finite} \) if for each vertex \( u \in E^0 \), there are at most finitely many edges in \( s^{-1}(u) \). A vertex \( u \) for which \( s^{-1}(u) \) is empty is called a \( \text{sink} \), whereas \( u \in E^0 \) is called an \( \text{infinite emitter} \) if \( s^{-1}(u) \) is infinite. If \( u \in E^0 \) is neither a sink nor an infinite emitter, we call it a \( \text{regular vertex} \).

Definition 6.1. Let \( E \) be a directed graph and \( R \) a unital ring. The \( \text{Leavitt path algebra} \ L_R(E) \) of \( E \) is the \( R \)-algebra generated by the set \( \{v \mid v \in E^0) \cup \{e \mid e \in E^1 \} \cup \{e^* \mid e \in E^1 \} \) subject to the following relations:

1. \( uv = \delta_{u,v} \) for every \( u, v \in E^0 \);
2. \( s(e)e = er(e) = e \) for all \( e \in E^1 \);
3. \( r(e)e^* = e^* = e^*s(e) \) for all \( e \in E^1 \);
Let $\Gamma$ be a group with identity $e$, and let $w : E^1 \to \Gamma$ be a function. Extend $w$ to vertices and ghost edges by defining $w(v) = e$ for $v \in E^0$ and $w(e^*) = w(e)^{-1}$ for $e \in E^1$. The relations in Definition 6.1 are homogeneous with respect to $w$ and this makes $L_R(E)$ a $\Gamma$-graded ring. Further, for any $\Gamma$-local units for $L_R(E)$ (see [1, Lemma 1.2.12]). Furthermore, $L_R(E)$ is unital if and only if $E^0$ is finite.

If $p = a_1 \cdots a_n$ is a path in $E$ of length $n \geq 1$, we define $p^* = a_n^* \cdots a_1^*$. We have $s(p^*) = r(p)$ and $r(p^*) = s(p)$. For convention, we set $v^* = v$ for $v \in E^0$. We observe that for paths $p, q$ in $E$ satisfying $r(p) \neq r(q)$, $pq^*$ is a nontrivial path in $E$ with $r(\gamma) = r(\eta)$.

In general, this set is not $R$-linearly independent.

In [3] authors gave a basis for row-finite Leavitt path algebras over a field which can be extended to arbitrary graphs over commutative rings as well [4, Theorem 2.7]. We need this result in the paper, thus we recall it here. For each regular vertex $v \in E^0$, we fix an edge (called special edge) starting at $v$.

Lemma 6.2. [3, Theorem 1] The following elements form a basis for the Leavitt path algebra $L_R(E)$:

1. $v$, where $v \in E^0$;
2. $p, p^*$, where $p$ is a nontrivial path in $E$;
3. $qp^*$ with $r(p) = r(q)$, where $p = a_1 \cdots a_m$ and $q = b_1 \cdots b_n$ are nontrivial paths of $E$ such that $a_m \neq b_n$, or $\alpha_m = \beta_n$ which is not special.

For a $\Gamma$-graded ring $A$ one can consider the abelian monoid of isomorphism classes of graded finitely generated projective modules denoted by $V^\Gamma(A)$. For the precise definition of $V^\Gamma(A)$ for a graded ring with graded local units, refer to [5, §4A]. Recall that the shift functor $\mathcal{T}_\Gamma : \text{Gr-A} \to \text{Gr-A}$ restricts to the category of graded finitely generated projective modules. Thus the group $\Gamma$ acts on $V^\Gamma(A)$ which makes $V^\Gamma(A)$ a $\Gamma$-module. The graded Grothendieck group, $K^\Gamma_0(A)$, is defined as the group completion of $V^\Gamma(A)$ which naturally inherits the $\Gamma$-module structure of $V^\Gamma(A)$ and thus becomes a $\mathbb{Z}[\Gamma]$-module. Here, $\mathbb{Z}[\Gamma]$ is a group ring.

The monoid $V^\Gamma(L_R(E))$ for a $\Gamma$-graded Leavitt path algebra of a graph $E$ over a field $R$ was studied in [5, §5C]. In order to compute the monoid $V^\Gamma(L_R(E))$, for an arbitrary graph $E$, an abstract abelian monoid $M^\Gamma_E$ was defined in [5, §5.3]. The monoid $M^\Gamma_E$ is defined as the free abelian monoid with generators $\{a_e(\gamma) \mid v \in E^0, \gamma \in \Gamma\}$ which are supplemented by generators $bZ(\gamma)$, where $\gamma \in \Gamma$ and $Z$ runs through all nonempty finite subsets of $s^{-1}(u)$ for infinite emitters $u \in E^0$, subject to the relations

1. $a_v(\gamma) = \sum_{e \in s^{-1}(v)} a_{r(e)}(w(e)^{-1})\gamma$ for all regular vertices $v \in E^0$ and $\gamma \in \Gamma$;
2. $a_u(\gamma) = \sum_{e \in Z} a_{r(e)}(w(e)^{-1})\gamma + bZ(\gamma)$ for all $\gamma \in \Gamma$, infinite emitters $u \in E^0$ and nonempty finite subsets $Z \subseteq s^{-1}(u)$;
3. $bZ(\gamma) = \sum_{e \in Z_2} a_{r(e)}(w(e)^{-1})\gamma + bZ_2(\gamma)$ for all $\gamma \in \Gamma$, infinite emitters $u \in E^0$ and nonempty finite subsets $Z_1 \subseteq Z_2 \subseteq s^{-1}(u)$.

Recall that the group $\Gamma$ acts on the monoid $M^\Gamma_E$ as follows. For any $\beta \in \Gamma$,

$$\beta \cdot a_v(\gamma) = a_v(\beta\gamma) \quad \text{and} \quad \beta \cdot bZ(\gamma) = bZ(\beta\gamma).$$

(6.1)

There is a $\Gamma$-module isomorphism $V^\Gamma(L_R(E)) \cong M^\Gamma_E$ (see [5, Proposition 5.7]).

Let $\Gamma$ be a group and $w : E^1 \to \Gamma$ a function. As in [18, §2], the covering graph $\overline{E}$ of $E$ with respect to $w$ is given by

$$\overline{E}^0 = \{v_\alpha \mid v \in E^0 \text{ and } \alpha \in \Gamma\}, \quad \overline{E}^1 = \{e_\alpha \mid e \in E^1 \text{ and } \alpha \in \Gamma\}.$$

$$s(e_\alpha) = s(e)_\alpha, \quad \text{and} \quad r(e_\alpha) = r(e)_{w(e)^{-1}}\alpha.$$ (6.2)

Example 6.3. Let $E$ be a graph and define $w : E^1 \to \mathbb{Z}$ by $w(e) = 1$ for all $e \in E^1$. Then $\overline{E}$ (sometimes denoted $E \times_1 \mathbb{Z}$) is given by

$$\overline{E}^0 = \{v_n \mid v \in E^0 \text{ and } n \in \mathbb{Z}\}, \quad \overline{E}^1 = \{e_n \mid e \in E^1 \text{ and } n \in \mathbb{Z}\}.$$
As examples, consider the following graphs

\[ E \colon e \xleftarrow{f} u \xrightarrow{g} v \quad F \colon u \xrightarrow{f} e \]

Then

\[ E : \cdots u_1 \xleftarrow{e_1} u_0 \xrightarrow{e_0} u_{-1} \xrightarrow{e_{-1}} \cdots \]

\[ \ldots v_1 \xleftarrow{g_1} v_0 \xrightarrow{g_0} v_{-1} \xrightarrow{g_{-1}} \cdots \]

and

\[ F : \cdots u_1 \xleftarrow{f_1} u_0 \xrightarrow{f_0} u_{-1} \xrightarrow{f_{-1}} \cdots \]

For the rest of the section we work with Leavitt path algebras with integral coefficients. We denote by \( E^* \) the set of all finite paths in \( E \). Recall that the diagonal of the Leavitt path algebra \( L_Z(E) \), denoted by \( \mathcal{D}_Z(E) \), is

\[ \mathbb{Z}\text{-span}\{\alpha \* \alpha \mid \alpha \in E^*\}, \]

which is a commutative subalgebra of \( L_Z(E) \). In particular, \( \mathcal{D}_Z(E) \) is an abelian group.

**Lemma 6.4.** For a graph \( E \), the diagonal \( \mathcal{D}_Z(E) \) is the free abelian group generated by symbols \( \{\alpha \* \alpha \mid \alpha \in E^*\} \) subject to the relation

\[ \alpha \* \alpha = \sum_{e \in s^{-1}(r(\alpha))} \alpha e \* \alpha, \quad (6.3) \]

for \( \alpha \in E^* \) with \( r(\alpha) \) a regular vertex of \( E \).}

**Proof.** Denote by \( G \) the free abelian group generated by symbols \( \{\alpha \* \alpha \mid \alpha \in E^*\} \) subject to the relation given in (6.3). We prove that \( G \) and \( \mathcal{D}_Z(E) \) are isomorphic as groups. We define a group homomorphism \( f : G \to \mathcal{D}_Z(E) \) such that \( f(\alpha \* \alpha) = \alpha \* \alpha \) for the generators \( \alpha \* \alpha \) in \( G \). Observe that \( f \) is well defined since it preserves the relation in \( G \). Obviously, \( f \) is surjective. In order to show that \( f \) is injective, it suffices to define a group homomorphism \( g : \mathcal{D}_Z(E) \to G \) such that \( gf = \text{id}_G \). Recall from Lemma 6.2 that there is a basis of normal forms for \( L_Z(E) \). Since \( \mathcal{D}_Z(E) \) is a subset of \( L_Z(E) \), any element in \( \mathcal{D}_Z(E) \) has the normal form \( \sum_{i=1}^n m_i \alpha_i \alpha_i^* \) such that \( \alpha_i = \alpha_{i+1} \cdots \alpha_1, \) a path in \( E \) of length \( l \) with \( \alpha_i \) not special and \( m_i \) is a nonzero integer. We define \( g : \mathcal{D}_Z(E) \to G \) by \( g(\sum_{i=1}^n m_i \alpha_i \alpha_i^*) = \sum_{i=1}^n m_i \alpha_i \alpha_i^* \) with \( \sum_{i=1}^n m_i \alpha_i \alpha_i^* \) a normal form. Note that \( g(x + y) = g(x) + g(y) \) for two normal forms in \( \mathcal{D}_Z(E) \). To check that \( gf = \text{id}_G \), we only need to show that \( gf(\alpha \* \alpha) = \alpha \* \alpha \) for any generator \( \alpha \* \alpha \) in \( G \). We have the following two cases. If \( \alpha = \alpha_1 \cdots \alpha_l \) is a path in \( E \) of length \( l \geq 0 \) with \( \alpha_l \) not special, then \( gf(\alpha \* \alpha) = g(\alpha \* \alpha) = \alpha \* \alpha \). In the case \( l = 0 \), \( \alpha \) is a vertex in \( E \). If \( \alpha = \alpha_1 \cdots \alpha_l \) is a path in \( E \) of length \( l \geq 1 \) with \( \alpha_1 \) special, then we can write \( \alpha \* \alpha \) as the following normal form

\[ \alpha \* \alpha = \alpha_1 \cdots \alpha_k \alpha_k^* \cdots \alpha_1^* - \sum_{j=k}^{l-1} \sum_{\substack{e \in s^{-1}(r(\alpha)) \\subset \alpha \neq \alpha_{j+1}}} \alpha_1 \cdots \alpha_{j} ee^* \alpha_j^* \cdots \alpha_1^*, \]

where \( 1 \leq k \leq l \) is the number such that \( \alpha_j \) is special for any \( j > k \). Then we have

\[ gf(\alpha \* \alpha) = g(\alpha \* \alpha) \]

\[ = \alpha_1 \cdots \alpha_k \alpha_k^* \cdots \alpha_1^* - \sum_{j=k}^{l-1} \sum_{\substack{e \in s^{-1}(r(\alpha)) \\subset \alpha \neq \alpha_{j+1}}} \alpha_1 \cdots \alpha_{j} ee^* \alpha_j^* \cdots \alpha_1^* \]

\[ = \alpha_1 \cdots \alpha_l \alpha_l^* \alpha_l^* \cdots \alpha_1^* \]

\[ = \alpha \* \alpha, \]

where the second last equality holds because we have \( \alpha_1 \cdots \alpha_j \alpha_j^* \cdots \alpha_1^* = \sum_{e \in s^{-1}(r(\alpha_j))} \alpha_1 \cdots \alpha_j ee^* \alpha_j^* \cdots \alpha_1^* \) for each \( j = k, k+1, \ldots, l-1 \). This finishes the proof.

\[ \square \]

Let \( E \) be a graph. We denote by \( E^\infty \) the set of infinite paths in \( E \). Set

\[ X := E^\infty \cup \{ \mu \in E^* \mid r(\mu) \text{ is not a regular vertex} \}. \]

Let

\[ \mathcal{G}_E := \{ (\alpha x, |\alpha| - |\beta|, \beta x) \mid \alpha, \beta \in E^*, x \in X, r(\alpha) = r(\beta) = s(x) \}. \]
We view each \((x, k, y) \in \mathcal{G}_E\) as a morphism with range \(x\) and source \(y\). The formulas \((x, k, y)(y, l, z) = (x, k + l, z)\) and \((x, k, y)^{-1} = (y, -k, x)\) define composition and inverse maps on \(\mathcal{G}_E\) making it a groupoid with \(\mathcal{G}_E^{(0)} = \{(x, 0, x) \mid x \in X\}\) which we identify with the set \(X\).

Next, we describe a topology on \(\mathcal{G}_E\). For \(\mu \in E^*\) define
\[
Z(\mu) = \{\mu x \mid x \in X, r(\mu) = s(x)\} \subseteq X.
\]
For \(\mu \in E^*\) and a finite \(F \subseteq s^{-1}(r(\mu))\), define
\[
Z(\mu \setminus F) = Z(\mu) \setminus \bigcup_{\alpha \in F} Z(\mu \alpha).
\]
The sets \(Z(\mu \setminus F)\) constitute a basis of compact open sets for a locally compact Hausdorff topology on \(X = \mathcal{G}_E^{(0)}\) (see [35, Theorem 2.1]).

For \(\mu, \nu \in E^*\) with \(r(\mu) = r(\nu)\), and for a finite \(F \subseteq E^*\) such that \(r(\mu) = s(\alpha)\) for \(\alpha \in F\), we define
\[
Z(\mu, \nu) = \{(\mu x, |\mu| - |\nu|, \nu x) \mid x \in X, r(\mu) = s(x)\},
\]
and then
\[
Z((\mu, \nu) \setminus F) = Z(\mu, \nu) \setminus \bigcup_{\alpha \in F} Z(\mu \alpha, \nu \alpha).
\]
The sets \(Z((\mu, \nu) \setminus F)\) constitute a basis of compact open bisections for a topology under which \(\mathcal{G}_E\) is an ample groupoid. By [13, Example 3.2], the map
\[
\pi_E : \text{L}(E) \to A_\Gamma(\mathcal{G}_E)
\]
with \(R\) a commutative ring with unit defined by \(\pi_E(\mu \nu^* - \sum_{\alpha \in F} \mu \alpha \alpha^* \nu^*) = 1_{Z((\mu, \nu) \setminus F)}\) extends to an algebra isomorphism. We observe that the isomorphism of algebras in (6.4) satisfies
\[
\pi_E(\nu) = 1_{Z(\nu)}, \quad \pi_E(e) = 1_{Z(e, r(e))}, \quad \pi_E(e^*) = 1_{Z(r(e), e)},
\]
for each \(\nu \in E^0 \) and \(e \in E^1\). We observe that the isomorphism \(\pi_E\) in (6.4) restricts to an isomorphism \(\text{D}_Z(E) \cong C_c(\mathcal{G}_E^{(0)}, \mathbb{Z})\) when \(R = \mathbb{Z}\).

If \(E\) is any graph, and \(w : E^1 \to \Gamma\) any function, we extend \(w\) to \(E^*\) by defining \(w(\nu) = 0\) for \(\nu \in E^0\), and \(w(\alpha_1 \cdots \alpha_n) = w(\alpha_1) \cdots w(\alpha_n)\). We obtain from [24, Lemma 2.3] a continuous cocycle \(\tilde{w} : \mathcal{G}_E \to \Gamma\) satisfying
\[
\tilde{w}(\alpha x, |\alpha| - |\beta|, \beta x) = w(\alpha)w(\beta)^{-1}.
\]
Thus \(\mathcal{G}_E\) is \(\Gamma\)-graded with the grading map \(\tilde{w}\) and thus we have the skew-product groupoid \(\mathcal{G}_E \times_\tilde{w} \Gamma\). There is a groupoid isomorphism
\[
\rho : \mathcal{G}_E \to \mathcal{G}_E \times_\tilde{w} \Gamma \quad \text{(see [5, §5B])}.
\]

From now on, let \(\Gamma\) be an abelian group. We denote by \(\text{D}_{Z}(\mathcal{G}_E)\) the diagonal of the Leavitt path algebra \(L_{\mathcal{G}_E}(\mathcal{G}_E)\) of the covering graph \(\mathcal{G}_E\) with respect to the map \(w : E^1 \to \Gamma\) (see (6.2)).

In order to give \(\text{D}_{Z}(\mathcal{G}_E)\) a \(\Gamma\)-module structure, we define a right continuous \(\Gamma\)-action on the skew-product groupoid \(\mathcal{G}_E \times_\tilde{w} \Gamma\) such that for \(g \in \mathcal{G}_E, \alpha, \beta \in \Gamma\)
\[
(g, \alpha) \cdot \beta = (g, \alpha \beta^{-1}).
\]

Note that the above action is a continuous action, since \(\Gamma\) is an abelian group. Recall from subsection 5.1 that there is an induced \(\Gamma\)-action on \(C_c((\mathcal{G}_E \times_\tilde{w} \Gamma)^{(0)}, \mathbb{Z})\). Since we have \(\text{D}_{Z}(\mathcal{G}_E) \cong C_c((\mathcal{G}_E \times_\tilde{w} \Gamma)^{(0)}, \mathbb{Z})\), there is a \(\Gamma\)-action on \(\text{D}_{Z}(\mathcal{G}_E)\) such that
\[
(\alpha, \alpha^*_\gamma) \cdot \beta = \alpha_\gamma \alpha^*_\beta
\]
for \(\alpha \in E^*, \beta, \gamma \in \Gamma\).

**Theorem 6.5.** Let \(E\) be an arbitrary graph, \(\Gamma\) an abelian group, \(R\) a field and \(w : E^1 \to \Gamma\) a function. Then there is a \(\Gamma\)-module isomorphism
\[
\text{D}_{Z}(\mathcal{G}_E)/(r(\alpha)w(\alpha)^{-1} \cdot \gamma - \alpha_\gamma \alpha^*_\gamma)_{\alpha \in E^*, \gamma \in \Gamma} \cong K_0^R(\text{L}(E)).
\]

**Proof.** We define a map
\[
f : \text{D}_{Z}(\mathcal{G}_E) \to M_{E^*}^R
\]
such that \(f(\alpha, \alpha^*_\gamma) = a_r(\alpha)(w(\alpha)^{-1}) \cdot \gamma\) for \(\alpha \in E^*\). In the case that \(\alpha = v\) is a vertex, \(f(v, \gamma) = a_v(\gamma)\). By Lemma 6.4, the map \(f\) is well defined since
\[
f(\alpha, \alpha_\gamma^*) = a_r(\alpha)(w(\alpha)^{-1}) = \sum_{e \in E^1_r(\alpha)} a_r(e)(w(e)^{-1}w(\alpha)^{-1}) = f(\sum_{e \in E^1_r(\alpha)} \alpha_w(\gamma) \alpha^*_w(\gamma) \alpha^*_w(\gamma))
\]
which follows from the relation (1) in \(M_{E^*}^R\) for each \(\alpha \in E^*\) with \(r(\alpha)\) a regular vertex. We observe that
\[
f(r(\alpha)w(\alpha)^{-1} - \alpha_\gamma \alpha^*_\gamma) = 0,
\]
for $\alpha \in E^*$ and $\gamma \in \Gamma$. Then there is an induced group homomorphism
\[
f : D_{\mathbb{Z}}(E)/\langle (r(\alpha)w(\alpha)^{-1}) - \alpha_\gamma \alpha^*_\gamma \rangle_{\alpha \in E^*, \gamma \in \Gamma} \to M_{\mathbb{E}}^{E^+}.
\] (6.9)

Next we define a monoid homomorphism $g : M_{\mathbb{E}}^{E^+} \to D_{\mathbb{Z}}(E)/\langle (r(\alpha)w(\alpha)^{-1}) - \alpha_\gamma \alpha^*_\gamma \rangle_{\alpha \in E^*, \gamma \in \Gamma}$ by
\[
g(a_v(\gamma)) = v_\gamma \text{ and } g(b_z(\gamma')) = u_{\gamma'} - \sum_{v \in Z} e_v e^*_v,
\]
for $v \in E^0$, $Z \subseteq s^{-1}(u)$ a nonzero finite subset for an infinite emitter $u \in E^0$ and $\gamma, \gamma' \in \Gamma$. In order to check that $g$ is well defined, we need to show that the relations (1), (2), (3) of $M_{\mathbb{E}}^{E^+}$ are satisfied. For (1),
\[
g(a_v(\gamma)) = v_\gamma = \sum_{e \in s^{-1}(v)} e_\gamma e^*_\gamma = \sum_{e \in s^{-1}(v)} r(e)e(\gamma)^{-1} = g\left( \sum_{e \in s^{-1}(v)} a_{r(e)}(w(e)^{-1}) \right),
\]
for regular vertex $v \in E^0$ and $\gamma \in \Gamma$. For relation (2) of $M_{\mathbb{E}}^{E^+}$, we have
\[
g\left( \sum_{e \in Z} a_{r(e)}(w(e)^{-1}) + b_z(\gamma) \right) = \sum_{e \in Z} r(e)(w(e)^{-1}) + (u_\gamma - \sum_{e \in Z} e_\gamma e^*_\gamma) = u_\gamma = g(a_u(\gamma)),
\]
for $u \in E^0$ an infinite emitter, $Z \subseteq s^{-1}(u)$ a nonzero finite subset and $\gamma \in \Gamma$. For (3), we have
\[
g\left( \sum_{e \in Z_1 \setminus Z_1} a_{r(e)}(w(e)^{-1}) + b_{Z_1}(\gamma) \right) = \sum_{e \in Z_1 \setminus Z_1} r(e)(w(e)^{-1}) + u_\gamma - \sum_{e \in Z_1} e_\gamma e^*_\gamma = u_\gamma - \sum_{e \in Z_1} e_\gamma e^*_\gamma = g(b_{Z_1}(\gamma)),
\]
for all $\gamma \in \Gamma$, infinite emitters $u \in E^0$ and nonempty finite subsets $Z_1 \subseteq Z_2 \subseteq s^{-1}(u)$. Then we have an induced group homomorphism
\[
g : M_{\mathbb{E}}^{E^+} \to D_{\mathbb{Z}}(E)/\langle (r(\alpha)w(\alpha)^{-1}) - \alpha_\gamma \alpha^*_\gamma \rangle_{\alpha \in E^*, \gamma \in \Gamma}.
\] (6.10)

Observe that $f = g^{-1}$ as group homomorphisms. Indeed, $gf(a_\alpha \alpha^*_\alpha) = g(a_{r(\alpha)}(w(\alpha)^{-1})) = r(\alpha)(w(\alpha)^{-1}) = \alpha_\alpha \alpha^*_\alpha$ in $D_{\mathbb{Z}}(E)/\langle (r(\alpha)w(\alpha)^{-1}) - \alpha_\alpha \alpha^*_\alpha \rangle_{\alpha \in E^*, \gamma \in \Gamma}$ for each $\alpha \in E^*$ and $\gamma \in \Gamma$. On the other hand, $fg(a_v(\gamma)) = f(v_\gamma) = v_\gamma$ and $fg(b_z(\gamma)) = f(u_\gamma - \sum_{e \in E} e_\gamma e^*_\gamma) = u_\gamma = g(a_u(\gamma))$. Comparing the actions given in (6.1) and (6.8), $f$ is a $\Gamma$-module isomorphism. \hfill $\Box$

We are in a position to write the main theorem of this section.

**Theorem 6.6.** Let $E$ be an arbitrary graph, $R$ a field and $w : E^1 \to \mathbb{Z}$ a function such that $w(e) = 1$ for each edge $e \in E^1$. Then there is a $\mathbb{Z}[x, x^{-1}]$-module isomorphism
\[
(H_{\mathbb{E}}^{E_{\mathbb{R}}}((G_E)), H_{\mathbb{E}}^{E_{\mathbb{R}}}((G_E))^+) \cong (R_{\mathbb{E}}^{E_{\mathbb{R}}}(LR(E)), R_{\mathbb{E}}^{E_{\mathbb{R}}}(LR(E))^+).
\]
Furthermore, if $E$ is finite then, $[w_{\mathbb{E}}(u)] \mapsto [L(E)]$.

**Proof.** Observe that by Lemma 5.5 for the groupoid $G_E$ we have
\[
\text{Im} \partial_0 = \text{Z-Span}\{1_{s(U)} - 1_{r(U)} \mid U \subseteq E^{\text{in}}(G_E) \}
\] (6.11)
\[
= \text{Z-Span}\{1_{s(U)} - 1_{r(U)} \mid U \subseteq \bigcup_{i=1}^{n} \{Z(\alpha_i, \beta_i) \in E^{\text{in}}(G_E) \text{ for } \alpha_i, \beta_i \in E^* \text{ with } r(\alpha_i) = r(\beta_i) \text{ for each } i \} \}
\] (6.11)
\[
= \text{Z-Span}\{1_{Z(\beta)} - 1_{Z(\alpha)} \mid \alpha, \beta \in E^* \text{ with } r(\alpha) = r(\beta) \}
\] (6.11)
\[
= \text{Z-Span}\{1_{Z(\alpha)} - 1_{Z(\alpha)} \mid \alpha \in E^* \}. \] (6.11)

Here the third equality holds since the intersection of $Z(\alpha, \beta)$ and $Z(\alpha', \beta')$ for $\alpha, \beta, \alpha', \beta' \in E^*$ with $r(\alpha) = r(\beta)$ and $r(\alpha') = r(\beta')$ is either empty or equal to one of them, and the source (or range) of $\cup_i Z(\alpha_i, \beta_i)$ is $\cup_i Z(\beta_i)$ (or $\cup_i Z(\beta_i)$). Recall that $\pi_E$ in (6.4) restricts to an isomorphism $D_{\mathbb{Z}}(E) \cong C_c(G_{E_{\mathbb{R}}})$, $Z$ and sends $r(\alpha) - \alpha_\alpha \alpha^*_\alpha$ to $1_{Z(\alpha)} - 1_{Z(\alpha)} = 1_{Z(\alpha)} - 1_{Z(\alpha)}$. Then by (6.11), we have $H_0(G_E) = C_c(G_{E_{\mathbb{R}}})/\text{Im} \partial_0 \cong D_{\mathbb{Z}}(E)/\langle r(\alpha) - \alpha_\alpha \alpha^*_\alpha \rangle_{\alpha \in E^* \gamma \in \Gamma}$. Similarly for $\mathbb{E}$, we have
\[
H_0(G_{\mathbb{E}}) \cong D_{\mathbb{Z}}(E)/\langle (r(\alpha)w(\alpha)^{-1}) - \alpha_\alpha \alpha^*_\alpha \rangle_{\alpha \in E^* \gamma \in \Gamma}.
\] (6.12)

Observe that the $\mathbb{Z}$-action on $C_c(G_{E_{\mathbb{R}}}) \times \mathbb{Z}$, $\mathbb{Z}$ is given by $(\beta \cdot f)(x) = f(x \cdot \beta)$ for $x \in G_{E_{\mathbb{R}}}$, $f \in C_c(G_{E_{\mathbb{R}}}) \times \mathbb{Z}$, and $\beta \in \mathbb{Z}$, where $x \cdot \beta$ is the action given in (6.7). To show that the isomorphism given in (6.12) perserves the $\mathbb{Z}$-module
Conversely we show that the isomorphism $\Phi$ isomorphism of $G_0^\mathbb{Z}(L_R(E))$ with $H_0^\mathbb{Z}(G_E)$, combining (6.13), (6.5) and (6.6),

$$\Phi(b_Z(\gamma')) = \rho(\pi_E(u_{\gamma'} - \sum_{e \in E} e_{\gamma'}c_{\gamma'}))$$

$$= 1_{Z}(u_{\gamma'}) = \sum_{\gamma \in \Gamma} 1_{Z}(\gamma) \times \{\gamma\}$$

$$= 1_{\cup_{x \in Z} x \in E} \times \{\gamma\} \in H_0^\mathbb{Z}(G_E)^+.$$ Conversely we show that the isomorphism $\Phi^{-1} : H_0^\mathbb{Z}(G_E) \to G_0^\mathbb{Z}(L_R(E))^+$ carries $H_0^\mathbb{Z}(G_E)^+$ to $G_0^\mathbb{Z}(L_R(E))^+$. If $[h] \in H_0^\mathbb{Z}(G_E)^+$, then $h \in C_{E}(\mathbb{G}^0 \times \mathbb{Z}, \mathbb{Z})$ with $h(x) > 0$ for any $x \in \mathbb{G}^0 \times \mathbb{Z}$. We may write $h = \sum_{i} n_{i}1_{Z}(\alpha_{i}) \times \{\gamma_{i}\}$ with $n_{i} \geq 0$ and $Z(\alpha_{i}) \times \{\gamma_{i}\}$ mutually disjoint. By (6.9) and (6.12), we have

$$\Phi^{-1}(h) = \sum_{i} n_{i}\alpha_{i}^{-1}1_{\gamma_{i}} \in K_0^\mathbb{Z}(L_R(E))^+.$$ This completes the proof.

Theorem 6.6 allows us to use the graded homology as a capable invariant in symbolic dynamics. Recall that two-sided shift spaces $X$ and $Y$ are called eventually conjugate if $X^n$ is conjugate to $Y^n$, for all sufficiently large $n$ ([25, Definition 7.5.14]). For a two-sided shift $X$, we denote by $X^+$ the one-sided shift associated to $X$, namely, $X^+ = \{x_{[0,\infty]} \mid x \in X\}$ (see [8] for a summary of concepts on symbolic dynamics).

**Theorem 6.7.** Let $X$ and $Y$ be two-sided shift of finite types. Then $X$ is eventually conjugate to $Y$ if and only if there is an order preserving $\mathbb{Z}[x,x^{-1}]$-module isomorphism $H_0^\mathbb{Z}(G_X^+) \cong H_0^\mathbb{Z}(G_Y^+)$, where $G_X^+$ and $G_Y^+$ are groupoids associated to one-sided shift $X^+$ and $Y^+$, respectively.

**Proof.** Let $E$ and $F$ be the graphs such that $X$ and $Y$ are conjugate to $X_E$ and $X_F$, respectively. Then $X$ is eventually conjugate to $Y$ if and only if there is an isomorphism between Krieger’s dimension groups, namely, $(\Delta_{AE}, \Delta_{AE}^+1, \delta_{AE}) \cong (\Delta_{AF}, \Delta_{AF}^+1, \delta_{AF})$, where $AE$ and $AP$ are the adjacency matrices of $E$ and $F$ (see [25, Theorem 7.5.8]). On the other hand, by [22, Theorem 3.11.7], $(K_0^\mathbb{Z}(L_R(E)), K_0^\mathbb{Z}(L_R(E))^+) \cong (\Delta_{AE}, \Delta_{AE}^+1)$ which respects the $\mathbb{Z}[x,x^{-1}]$-module structure. Note that the groupoid $G_X^+$ associated to the one-sided shift $X^+$ is isomorphic to the graph groupoid $G_E$. Combining this with Theorem 6.6 the result follows.
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